
Spatial eco-evolutionary dynamics along environmental gradients:

multi-stability and cluster dynamics

Mart́ın Andrade-Restrepo1 , Nicolas Champagnat2,3 , Régis Ferrière4,5
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Abstract

How the interplay of local adaptation and dispersal determines species appearance, distribution and
range dynamics is still incompletely understood. Here we combine individual-based simulations and
mathematical analysis of large-population approximation models to advance the analysis of spatial
spread and phenotypic diversification of a single-species population along a one-dimensional resource
gradient. Local competition shapes selection on heritable variation in the individual ecological trait
(niche position) and the evolutionary response feeds back on the local ecological state of the popula-
tion (abundance). Key parameters of spatial spread and phenotypic diversification are the individual
dispersal rate, the size of the spatial competition neighborhood, and the phenotype mutational vari-
ance. From a focal location the population spreads by forming clusters in space and/or trait, or by
spreading along a continuous cline in both space and trait. The conditions for clustering are broader
than previously known. The spacing of clusters is determined by the spatial scale of competition.
When the space-trait domain is bounded, multi-stability occurs, whereby small initial di↵erences
can lead to alternative spatial and trait distributions. The transient dynamics involve adaptational
lags which cause a slow-down in cluster formation and population range expansion.
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1. Introduction

The concept of ‘eco-evolutionary feedback’ refers to the reciprocal influence that ecological and
evolutionary change can exert on one another [1, 2, 3, 4]). Such ‘eco-evolutionary feedbacks’ can be
described by using three ingredients: (1) heritable traits that a↵ect some ecological properties of the
system, (2) ecological modifications that are persistent and strong enough to alter selection on the
traits, and (3) an actual adaptive response of these traits to the change in selection [1, 5]. When
such a closed feedback loop operates between ecological and evolutionary processes the joint trajec-
tories of ecological and evolutionary variables describe the system’s ‘eco-evolutionary dynamics’ [2, 6].
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Mathematical models have shown how eco-evolutionary feedbacks alter population dynamics
[7, 8] and viability [9], species interactions such as predator-prey, host-pathogen and mutualism
[10, 11, 12], community diversity and structure [13, 14], and ecosystem function [15]. However, the
spatial scale of eco-evolutionary feedbacks, and the impact of these e↵ects on spatial population
dynamics and species spatial range and distribution remain poorly understood [16, 17, 18, 19, 20].

Seminal models of spatial eco-evolutionary dynamics [21] addressed the case of a single species in-
habiting a one-dimensional environmental gradient, assuming local interactions (competition) among
individuals and local dispersal; heritable variation in niche position fuels local adaptation, which
shapes spatial variation in population abundance, closing the feedback loop on trait evolution. Ex-
tending the earlier theory of character displacement and species coexistence along one-dimensional
niche axis and its non-spatial elaborations [22, 23, 24, 25, 26], these models made the distinctive
prediction of population clustering in geographic and phenotypic space. This was a shift from the
paradigm of local adaptation along environmental gradients resulting in gradual and smooth vari-
ation in the average value of a trait (cline-like phenotypic distributions [27, 28, 29, 30]). Spatial
eco-evolutionary feedbacks driving population clustering might provide a mechanism for evolution-
ary processes of diversification such as parapatric speciation. This is supported by empirical case
studies, such as speciation of rockfish in parapatry along a gradual change in oceanic depth [31].
Other relevant examples are reported in [32]. We refer to clustering as a collective phenomenon
emerging from local interactions in which individuals form high-density groups interspersed with
low density areas [33, 34, 35, 36, 37]. Clusters stand in contrast of smooth distributions across the
space-phenotype domain [38, 39, 40, 41].

The current theory of spatial eco-evolutionary dynamics leaves basic questions unanswered re-
garding cluster formation and dynamics. First, our understanding of the conditions required for
cluster formation and persistence is still incomplete. In particular, how does individual mobility
a↵ect cluster formation, and how does the e↵ect of individual mobility interact with the scale over
which individuals compete for resources? How does the bounded nature of both geographic and
phenotypic space influence the dynamics of clustering? And can we predict key characteristics of
the emerging population structure, such as inter-cluster distance, from individual-level parameters?
Here we answer these questions by taking a scaling approach whereby the construction and analysis
of a ‘microscopic’ individual-based, stochastic model of spatial eco-evolutionary dynamics is supple-
mented with the analysis of a ‘macroscopic’ deterministic approximation model [42].

Our analysis reveal two important properties of cluster dynamics. First, spatial eco-evolutionary
dynamics exhibits multi-stability. Thus, even small variations in initial conditions can lead to dif-
ferent attractors, manifesting as di↵erent cluster patterns. This shows that spatial eco-evolutionary
feedbacks can drive the same invading population to di↵erent spatial and trait distributions; also,
disturbances may cause a population to switch rapidly between alternate spatial distribution and
phenotypic composition. Second, clusters do not form at a constant rate. As the population spreads
from a focal location, the wait time of peripheral cluster formation increases, which results in an
invasion slow-down. This pattern arises from an increasing ‘adaptational lag’ in marginal clusters.
The transient dynamics of local adaptation in newly formed clusters is thus critical to predict the
long-term dynamics of invasion.

Our model is similar to [42] and di↵ers from [43] in several respects. First, rather than limiting
individual mobility to dispersal at birth, we assume that individuals can change location throughout
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their life. Intuitively, this favors mixing and sets a priori more restrictive conditions for cluster
formation. Second, we use competition kernels that are box-shaped rather than Gaussian. This re-
moves spurious e↵ects of Gaussian competition kernels on population dynamics [22, 23, 24, 25, 44, 43]
and allows for an unambiguous measurement of the competition range. Third, we exclude fitness
frequency-dependence from our assumptions, by assuming that competition intensity does not de-
pend on relative trait values. Fourth, we address both cases of unbounded and bounded trait space.
Fifth, we do not include Allee e↵ects, which would otherwise extinguish local populations of ex-
tremely low density. Not including Allee e↵ects gives us the opportunity to compare and contrast
the exact dynamics of the individual-based stochastic model with the approximated dynamics of the
macroscopic deterministic model.

The paper unfolds as follows. In Section 2 we present the stochastic microscopic model and
its deterministic macroscopic approximation. In Section 3.1 we perform a numerical analysis of
the models’ dynamics. A stability analysis is presented in Section 3.2. In Section 3.3 we use a
Hamilton-Jacobi approach to analyse the asymptotic pattern and transient dynamics of population
spread through cluster formation. Numerical schemes used in simulations and additional numerical
and mathematical analyses are given in the Supplementary Material, where we also contrast the
eco-evolutionary model with its purely ecological counterpart.

2. Models and Methods

2.1. Individual-based stochastic model of phenotypic evolution
We use an individual-based stochastic model of spatial eco-evolutionary dynamics which was

first introduced in [42]. Given two smooth domains (open, connected) X ✓ Rd (spatial domain)
and U ✓ Rk (phenotypic domain), we consider an asexual population where each individual is
characterized by its physical location x 2 X and its phenotypic trait u 2 U . Individuals give
birth at a rate which depends on how adapted they are to their local environment; the degree of
(mal)adaptation is measured by the di↵erence between the individual trait and the local optimum.
Individuals die at a rate which increases with the intensity of local competition. O↵spring inherit
their parent?s trait, unless a mutation occurs; the mutation probability is denoted by �. Individuals
mobility is modeled as spatial di↵usion reflected at the boundary of X . Unless specified otherwise,
we take X = U = (0, 1).

More precisely, the birth rate B of an individual with trait u located at position x is given by

B(x, u) = max
�
b0 � b1(x� u)2; 0

 
,

where b0 > 0 and b1 > 0. The individual birth rate is maximal on the line x = u, representing
the environmental gradient. The width of the region with positive birth rate is

p
b0/b1. The death

rate of an individual at (x, u) in a population of N
t

individuals at positions x1, . . . , xNt and traits
u1, . . . , uNt is given by

d0 + d1

NtX

i=1

1|x�xi|<�

,

where d0 measures the natural death rate, and d1 scales the mortality e↵ect of competition. Applying
the appropriate time-scaling, we assume d1 = 1 without loss of generality. It is convenient to
introduce the population counting process

f
t

=
NtX

j 6=i

�(xj ,uj)
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which is the sum of Dirac delta function at the points where individuals are located at time t. The
death rate can then be written as

D(x, u, f
t

) := d0 +

Z

X⇥U
1|x�y|<�

f
t

(dy, dw). (1)

The distribution of mutational e↵ects from an individual at position (x, u) is Gaussian centered at
u (and independent of x) with variance �2, conditioned to remain within U = (0, 1). The spatial
di↵usion coe�cient (mobility rate) is assumed constant with valueD

m

. Simulations of the individual-
based stochastic model simulations are implemented as explained in Appendix D.1.

2.2. Large population approximation of the dynamics

Taking a large-population limit on the individual-based simulation model yields the following
deterministic approximation:

@n(x, u, t)

@t
= D

m

@2n(x, u, t)

@x2
+ n(x, u, t)⇥

✓
(1� �)B(x, u)� d0 �

Z

X

Z

U
1|x�y|<�

n(y, w, t)dwdy

◆

+ �

Z

U
n(x, w, t)B(x, w)

1p
2⇡�

exp

✓
�(u� w)2

2�2

◆
dw,

(2)

@n(x, u, t)

@x

����
x=0

=
@n(x, u, t)

@x

����
x=1

= 0,

n(x, 0, t) = n(x, 1, t) = 0, 8x 2 X , 8t 2 [0,1).

Note that the Neumann boundary condition in physical space corresponds to reflection of spatial
motion at the boundary of X , and the Dirichlet boundary condition in phenotype space indicates
that traits are excluded from the boundary of U . The approximation of the individual-based model
by Equation (2). can be formally justified in the limit of large population as follows: when assuming
a fixed amount of total resources, a large system composed of the order of N individuals may be
sustained if the biomass of each individual scales as 1

N

; the intensity of competition must scale as 1
N

as well. Using the martingale properties of the individual-level stochastic process, [42] proved that
in the limit of large N the renormalized population process converges to a macroscopic deterministic
limit, in which the local population density is a weak solution to Equation (2). Numerical simulations
of Eq. (2) are done by using an explicit finite di↵erence scheme, as explained in Appendix D.2.

3. Results

3.1. Conditions for the emergence of clusters vs. cilne-like distribution

Here we examine the e↵ect of parameters � (spatial range of competition), D
m

(spatial motion),
and � (mutation range) on the spatial eco-evolutionary dynamics. We also address the influence of
the initial distribution. Fig. 1 shows the formation of clusters in the stochastic individual-based
model with an initial population concentrated at a single space-phenotype position. An expanding
wave of clusters propagates the population across the space-phenotype domain. Here, new clusters
are established by individuals that colonize competition-free areas. Even though competition is
defined with respect to physical location, the interplay between spatial competition and local adap-
tation results in a correlation between physical location and trait, which leads to fragmentation in
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both dimensions.

Simulations of the deterministic approximation model Eq. (2) give results that are remarkably
consistent (Fig. 2) with the individual-based stochastic model (Fig. 1). The deterministic model
clearly highlights the dichotomy between clustering patterns versus cline-like states which can be de-
fined [43] as symmetrical distributions with respect to the line x = u, of the form n(u, x, t) = '(x�u).
Comparing the stochastic and deterministic models shows that the domain boundaries and edge ef-
fects do not invalidate the cluster dynamics and population spread predicted by the deterministic
model, even though deterministic di↵usion creates non-zero density across the whole domain from
the time of introduction. Boundary conditions may a↵ect the long-term population state, but the
transient dynamics of cluster formation and range expansion are robust to them.

Figures 3 and 4 illustrate the influence of parameter variation on cluster formation and dynamics.
In all cases, snapshots shown for the longest simulation times represent the stationary state of the
system. Three main e↵ects are apparent. First (Fig. 3A, 4A), clustering may evolve in phenotypic
space and not in geographic space, as a consequence of a larger mobility rate. Thus, individual mo-
bility can spread the population out geographically, without preventing phenotypic di↵erentiation
in distinct trait clusters. In this case, the population distribution is geographically continuous, but
distinct ranges of phenotypes evolve in di↵erent geographic areas.

Second (Fig. 3B, 4B), the interaction (competition) range � is a critical determinant of pop-
ulation clustering. Populations with relatively short competition range evolve a cline-like pattern.
Third, figures 3C, 4C show the e↵ect of increasing the mutation range �. Genetic variation fuels the
process of local adaptation, with e↵ects potentially conflicting with individual mobility, as alleles
are exported to spatial neighborhoods where they may be poorly adapted. Larger mutational e↵ects
tend to blur phenotypic clustering without altering geographic clustering. This response is essen-
tially opposite to the e↵ect of increased mobility, with the di↵erence that even very large mutation
ranges may not completely o↵set phenotypic clustering. Considering very small mutation ranges, the
stationary clustering pattern appears una↵ected; only the time of cluster formation and population
spread is changed, increasing as mutational variance decreases. In the limit of zero mutational vari-
ance, i.e. in the absence of genetic variation, range expansion is prevented all together, due to the
inability of the species to maintain viable populations in geographic areas where optimal conditions
are too di↵erent from its original niche.

Figures 5 and 6 further document the e↵ect of large mobility rates. Large mobility rates drive fast
expansion of the population across the spatial domain, in the form of two geographically broad but
phenotypically narrow and diverging clusters. Each cluster is structured into a ‘hot spot’ of adap-
tation at the center, and ‘cold spots’ at the margins. Throughout the process of population spread,
the adaptation hot spot of each cluster acts as a population source fueling the highly maladapted
geographic margins. The spatial spread of each cluster is established early in the process of expan-
sion from the site of introduction, and within each cluster, the adaptation hot spot moves along the
environmental gradient from the site of introduction (early on) to asymptotic trait values that are
close to, but distinct from the edges of the gradient. The long-term pattern is one of relatively uni-
form spatial distribution, with three (Fig. 5A, 6A) or only two (Fig. 5B, 6B) phenotypic clusters –a
pattern known from models of sexually reproducing organisms, to promote parapatric speciation [21].

Finally, Figures 7 and 8 document the e↵ect of the initial spread of the introduced population
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on its spatial eco-evolutionary dynamics. In finite, relatively small populations (Fig. 7), clusters
form and propagate as in the case of a narrow introduction range (Fig. 1), even for broad initial
phenotypic and spatial coverage. In contrast, in large populations well approximated by the deter-
ministic model (Fig. 8), a broad initial range can cause the population to invade as a traveling wave.
Local competition and adaptation tend to create variation in density (Fig. 8A), but clusters do not
separate until the population reaches the edges of the domain, where complete isolation of clusters
initiate and propagates back toward the center of the gradient (Fig. 8B). Thus, with su�ciently
broad initial conditions, the spatial eco-evolutionary dynamics drive a continuous range expansion,
followed by cluster patterning once the environmental gradient has been fully invaded.

Simulations reported in Figs. 1, 2, 7 and 8 indicate the the number of clusters evolving asymptot-
ically may vary. This suggests that the spatial eco-evolutionary dynamics may be multi-stable, with
slightly di↵erent initial conditions leading to alternate attractors. In the next section we investigate
this phenomenon in more detail.

3.2. Multi-stability: Evidence for alternate stable clustering patterns

We use Turing’s method for pattern formation analysis [45] to study the conditions under which
the spatial eco-evolutionary dynamics converge to a clustering pattern or a cline-like pattern. To
avoid artifactual boundary e↵ects, we change the boundary conditions from Neumann and Dirichlet
to periodic boundary conditions. In this case, our models are translation invariant both in space
and trait.

The method consists in determining a cline-like invariant solution of (2), of the form n(t, x, u) =
⇢(x � u), and analyzing, either numerically or analytically, the stability of perturbations of the
stationary solution ⇢(x�u). Note that, contrary to [43] where the state space is assumed unbounded,
the fact that our domain is bounded imposes to consider periodic perturbations on [0, 1]2, and so
restricts the set of possible perturbations of the model. By the decomposition of periodic functions in
Fourier series and because the model is translation invariant, it is enough to consider perturbations
of the form:

n(0, x, u) = [1 + " cos(2⇡m1u+ 2⇡m2x)]⇢(x� u) (3)

for small " > 0 and for any nonnegative integers m1,m2, usually called frequencies. If the perturba-
tion does not grow for any couple of integers (m1,m2), then the cline-like solution is stable. If, for
a certain (m1,m2), the perturbation grows, then one expects the attracting state of the system (if
it exists) to be distributed among approximately m1 +m2 + 1 clusters, and their distance along the
line x = u can be expected to be close to multiples of 1/(m1 +m2), where (m1,m2) 6= (0, 0) are the
frequencies with higher growth rate of the perturbation (Fig. 9B and Fig. 9C). Hence, our analysis
allows to characterize cases where the population stabilizes at cline-like or clustered equilibria and
also provides an estimate of the number of clusters.

Note that the analysis of [43] was performed only for such perturbations with m1 = 0 (Fig. 9C)
but for any real value of m2 due to the lack of boundary conditions. Hence, their stability analysis
may miss perturbations acting both in space and trait directions, which could make the cline-like
solution unstable in cases where they would predict it to be stable. Furthermore, we also extend
there analysis by estimating as well the expected and the viable number of clusters.

Our analysis, detailed in Appendix C.1 shows the existence of the cline-like invariant solution
in the torus. We also show that the Lyapunov exponent (i.e. the rate of exponential growth or decay
of the perturbation) of a perturbation of the form (3) can be approximated by:
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�
m1,m2 = �4⇡2(D

m

m2
2 +D

�

m2
1)�

b0 � d0 �
p

b1(Dm

+D
�

)

2⇡�(m1 +m2)
exp

 
�2⇡2m2

1

r
D

m

+D
�

b1

!
sin(2⇡�(m1 +m2)), (4)

where D
�

= b0��
2

2 . This equation should provide a decomposition of the dynamics in terms of the
parameter space.

In the case of perturbation in the space direction only (m1 = 0), the Lyapunov exponent takes
the form:

�0,m2 = �4⇡2D
m

m2
2 �

b0 � d0 �
p

b1(Dm

+D
�

)

2⇡�m2
sin(2⇡�m2). (5)

In Fig. 9A, we show the dependence of �
m1,m2 on the values of m1 and m2 in Z, for the same

choice of parameters as in Fig. 1 and Fig.2. Instability of the cline-like solution can be predicted
as a consequence of the existence of positive values of �

m1,m2 for multiple pairs (m1,m2) of pertur-
bations in the form of equation (3). Larger ranges of values of m1 and m2 are unnecessary since
�
m1,m2 decreases when m1 and m2 become too large due to the boundness of the exponential and

the sine and the unboundness of the first term in equation (4). In this case, the highest values of
�
m1,m2 occur for |m1 + m2| = 7, thus suggesting an attracting distribution for the original system

fragmented into 8 clusters at a distance 1/7 from each other, as observed in Fig. 1. In the torus
only 7 clusters form since the ones at the boundary merge into a single one. Nevertheless, �

m1,m2

can also be positive for |m1 +m2| = 6 and |m1 +m2| = 8 suggesting that a distribution fragmented
into 7 or 9 clusters is also possible when varying characteristics not considered here (for instance, the
initial coverage of the population). However, these distributions grow slower for a population close
to the cline-like equilibrium. Furthermore, the maxima of �

m1,m2 occur for non-zero values of m1

at the points (m1,m2) = (2, 5) and (m1,m2) = (�2,�5), thus showing that the e↵ect is strongest
when periodic perturbations are made as in Fig. 9B instead of as in Fig. 9C. This is corroborated in
Fig. 10A and Fig. 10B, where values of D

m

and � exist for which a perturbation only in the spatial
direction would not predict instability on the cline-like equilibrium. Indeed, between D

m

⇡ 1⇥ 10�4

and D
m

⇡ 1.6 ⇥ 10�4 and in the small range between � ⇡ 0.076 and � ⇡ 0.08, only perturbations
with (m1,m2) = (2, 5) and (m1,m2) = (�2,�5) would predict instability. In Appendix B, we
investigate this region and compare the analysis in [43] with ours for D

m

= 1.3⇥ 10�4. In addition,
we show how in absence of evolution clustering (although only spatial) would occur under smaller
ranges of parameters.

From Fig. 10 we can predict that the cline-like equilibrium distribution becomes stable for
D

m

> D⇤
m

⇡ 1.6 ⇥ 10�4 when all other parameters remain at their default values (Table S1).
Therefore, the transition from the attractor observed in Fig. 2 to the one in Fig. 4A must occur
close to this value. Contrary to D

m

, an increase in � above the threshold value �⇤ ⇡ 0.076 causes
the cline-like equilibrium to become unstable. It is expected that the dynamics will then converge
towards a clustering pattern. We thus argue that the transition observed in Fig. 4B occurs close to
this threshold value �⇤.

In Appendix D.3 we give the numerical scheme used for validating the results derived in this
section with respect to the exponent �

m1,m2 . The numerical growth exponent �
num

obtained with

7



this scheme is shown in Fig. 10. Both approaches yield similar values of mobility rate and competition
range at which the cline-like equilibrium loses stability. The agreement between �

m1,m2 and �
num

is
satisfactory only for values �

m1,m2 which are not too negative. As explained in Appendix D.3, this is
due to the fact that the computation of �

num

is very sensitive to small errors in the approximation
of the cline-like stationary solution of the deterministic approximation model. However, since the
agreement is strong for values of �

m1,m2 close to zero, our method accurately predicts the stability
of the cline-like solution.

3.3. Cluster dynamics and asymptotics under low mobility and small mutations

Here we present a Hamilton-Jacobi approach (following the work in [46]) to analyze the dynamics
and asymptotics of clustering the PDE model for low individual mobility and small mutations.
The method is based on a concentration approximation of the population as a sum of Dirac delta
functions, allowing to derive a Hamilton-Jacobi equation whose solution '(x, u, t) is non-positive
and has its zeros exactly at the points where the population is concentrated.

We take X = U = R to make competition uniform along X ⇥ U . Let " > 0. In order to
concentrate the population’s distribution into Dirac delta functions (by letting " ! 0), we will
redefine the di↵usion coe�cient as D

m

"2 and the standard deviation of the mutation transition
measure as "�. In this case, the appropriate time scaling to observe a limit process in the limit of
small mutations and slow motion is ⌧ = t

"

. Hereafter we will simplify notations and use t for ⌧ . If
n"(x, u, t) represents the approximation of n(x, u, t) according to this rescaling then one has that

"
@

@t
n"(x, u, t) = "2D

m

�
x

n"(x, u, t) + n"(x, u, t)⇥
✓
(1� �)B(x, u)� d0 �

Z

X

Z

U
1|x�y|<�

⇥ n"(y, w, t)dwdy

◆

+ �

Z

U
B(x, w)n"(x, w, t)⇧"(w ! u)dw.

Where

⇧"(w ! u) =
1

"�
p
2⇡

exp

✓
�(u� w)2

2�2✏2

◆

denotes the rescaled mutation-transition measure concentrating mutation events in a neighborhood
of size " around w. Multiplying on both sides of the equation by 1

n

✏(x,u,t) yields

"

n"(x, u, t)

@

@t
n"(x, u, t) = (1� �)B(x, u)� d0�

Z

X

Z

U
1|x�y|<�

⇥ n"(y, w, t)dwdy +
"2D

m

�
x

n"(x, u, t)

n"(x, u, t)
+

�

n"(x, u, t)
⇥
Z

U
B(x, w)n"(x, w, t)

1

"�
p
2⇡

exp

✓
�(u� w)2

2�2✏2

◆
dw. (6)

Consider now the substitution '"(x, u, t) := " log(n"(x, u, t)), or, expressed di↵erently, n"(x, u, t) =

exp
⇣

'

"(x,u,t)
"

⌘
. Intuitively, what we aim for is that, when setting "! 0, '"(x, u, t) will converge to a

function '(x, u, t) which will be negative at the points where n"(x, u, t) converges to 0, and that will
never be positive as this would make n"(x, u, t) blow up. Thus, assuming that

R
X
R
U n"(y, w, t)dwdy

is strictly positive and bounded from above (both conditions independent of "), we will have that,
as "! 0, n"(x, u, t) will concentrate in Dirac masses at the points where '"(x, u, t) ! '(x, u, t) = 0.
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As anticipated, making the substitution in (6) and introducing the change of variable z = u�w

"

we
obtain

@

@t
'"(x, u, t) = (1� �)B(x, u)� d0 �

Z

X

Z

U
1|x�y|<�

⇥ exp

✓
'"(y, w, t)

"

◆
dwdy

+ "D
m

�
x

'"(x, u, t) +D
m

����
@

@x
'"(x, u, t)

����
2

� �

Z u�1
"

u
"

B(x, u+ z") exp

✓
�('"(x, u, t)� '"(x, u+ z", t))

"

◆
1

�
p
2⇡

exp

✓
� z2

2�2

◆
dz.

From this equation, assuming " small suggests that '"(x, u, t) converges to a function '(x, u, t) satis-
fying the Hamilton–Jacobi equation (of first order with a Hamiltonian non-linearity in (@'(x,u,t)

@x

, @'(x,u,t)
@u

)):

@

@t
'(x, u, t) = B(x, u)� d0 �

Z

X

Z

U
1|x�y|<�

⇥ µ
t

(dy, dw)

+D
m

����
@

@x
'(x, u, t)

����
2

+ �B(x, u)H

✓
@'(x, u, t)

@u

◆
, (7)

where

H

✓
@'(x, u, t)

@u

◆
:=

Z 1

�1

✓
exp

✓
�@'(x, u, t)

@u
z

◆
� 1

◆
1

�
p
2⇡

exp

✓
� z2

2�2

◆
dz.

Since the mutation kernel is a Gaussian we can simplify the function H
⇣

@'(x,u,t)
@u

⌘
to be:

H

✓
@'(x, u, t)

@u

◆
= exp

 
�2

2

✓
@'(x, u, t)

@u

◆2
!

� 1. (8)

The measure µ
t

(dy, dw) is the weak limit of n"(x, u, t) = exp('
"(y,w,t)

"

)dwdy when " tends to zero.
Since '"(x, u, t) = " log(n"(x, u, t)), '"(x, u, t) ! '(x, u, t) implies that µ

t

(dy, dw) should be con-
centrated at the zeros of ' at a time t, set which we denote by ⌦

t

. In general, the proof of
'"(x, u, t) ! '(x, u, t) and exp('

"(y,w,t)
"

)dwdy ! µ
t

(dy, dw) is di�cult and has only been obtained
for a few models [47, 48, 49, 50, 51, 52, 53]; here we will assume that convergence holds and focus
on the limiting equation. Thus, we have that '(x, u, t) must satisfy the following conditions:

(i) '(x, u)  0 8(x, u) 2 X ⇥ U ,
(ii) sup

(x,u)2X⇥U
'(x, u, t) = 0,

(iii) Supp(µ) ✓ ⌦
t

:= {(x, u) : '(x, u, t) = 0},
(iv) 8(x, u) 2 ⌦

t

, (1� �)B(x, u)� d0�Z

X

Z

U
1|x�y|<�

µ
t

(dy, dw)  0,

(v) 8(x, u) 2 Supp(µ
t

), {(1� �)B(x, u)� d0

�
Z

X

Z

U
1|x�y|<�

µ
t

(dy, dw)} = 0,

where (i) is needed to prevent the solution u
"

to explode as " ! 0, (ii) follows from the fact thatR
X⇥U u

"

(t, x, u)dx du cannot vanish when "! 0, and (iii) is due to the fact that µ
t

cannot give mass
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at points where ' is negative. Conditions (iv), (v) are consequences of the elements of ⌦
t

being local
extrema of ' and indicates that µ

t

is a quasi-equilibrium for the dynamics without mutation for all
t � 0 (see [52]). In particular, when ⌦

t

= {(x
i

, u
i

); i 2 I
t

} with I
t

finite or countable, condition (iii)
implies that µ

t

(dy, dw) has the form

µ
t

(dy, dw) =
X

i2It

↵
i

�(xi,ui)dwdy (9)

for some appropriate weights (↵
i

)
i2It . Thus, the distance between two successive zeros of ' at time

t can be interpreted as the distance between clusters.
In Appendix C.2 we prove that in a periodic, invariant solution '(x, u) of (7) which is not

identically 0 along the line x = u, the zeros of ' along the line x = u are necessary separated by a
distance �/n for some n 2 N⇤. We also show that this invariant solution is stable only if the Dirac
masses are at a distance �. This suggest that, in cases where clustering occurs (as discussed in 3.2),
provided individual mobility is low and mutations are small, the clusters are spaced by a distance
close to �. This is consistent with the simulations of Fig. 1 and Fig. 2.

Equation (7) also provides information on the transient dynamics of clusters – on their formation
times, location, motion, and shape. As discussed in [54], one has to be cautious about the conclu-
sions regarding time scales since the speed of evolution in the Hamilton-Jacobi model is very sensitive
to the initial condition away from zero. However, the location of clusters in the Hamilton-Jacobi
equation brings interesting biological insights, as illustrated by the simulation of Fig. 11. In this
simulation, the dynamics of ' are studied numerically by integrating equation (7). The algorithm
built for this purpose is non trivial and is described in Appendix D.4. We consider the parameter
values in Table S1, which, as observed, yield clustering. For the initial population density we take
n"(x, u, 0) = exp(�2(x�0.5)2

"

� 2(u�0.5)2

"

), i.e. an initial population close to the Dirac mass at (0.5, 0.5).
This choice for a gaussian distribution in the original model translates into an initial condition where
' is quadratic and non-positive with one zero at (0.5, 0.5).

Figure 11A shows snapshots of the simulation at the times where new pairs of clusters emerge
(when new zeros of ' appear). The irregular shape of the function ' is due to the fact that the
interaction kernel is not continuous. Otherwise, one would expect ' to be smoother, except at lo-
cal minima of ', where singularities are expected in Hamilton-Jacobi equations. Fig. 11 confirms
that, when the population is initially concentrated at the mid-point of the 2-dimensional domain,
and the dynamics converge to clustering patterns, the expected distance between the clusters (in
physical space) will be �. In addition, the rate at which zeros appear (which is equivalent to the
rate at which new clusters form) is not constant: the time between two consecutive clustering events
increases. Even though time has been re-scaled, properties such as the ratio of clustering times are
left una↵ected.

We also observe that spatial clustering and phenotypical clustering need not be simultaneous.
In fact, spatial clustering occurs faster. This is due to the fact that the local speed of di↵usion
D

m

= 5⇥10�5 is larger than the local maximal speed of trait motion b0��
2/2 = 10�5, obtained by a

local expansion of exp(�@'

@u

z) in the mutation term in (7) (valid since �2 is small). This is shown in
Fig. 11B, where clusters first occur away from the diagonal, and then slowly shift towards the line
x = u as the local populations adapt. Because our rescaling of ?motion? was the same both in the
spatial and phenotypic directions, clusters in the original system are expected to behave similarly.
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4. Discussion

Previous studies of spatial eco-evolutionary dynamics focused either on stochastic individual-
based simulations or on phenomenological deterministic population models. In this study, we com-
bine numerical simulations of an individual-based model with the mathematical analysis of a deter-
ministic model which was derived rigorously by appropriate rescaling of the individual-level processes
[42]. Our analysis confirms the previous finding [43] that asymptotically the system evolves either
to a clustered pattern or a cline-like distribution, and that clustering is not an artifact of boundary
conditions. Our results shed new light on the conditions under which clustering versus cline-like
patterns emerge; on the transient eco-evolutionary dynamics of population structure and expansion;
and on the expected long-term distribution of clusters in geographic and trait space.

4.1. Model assumptions

Like previous models of spatial eco-evolutionary dynamics along an environmental gradient, our
model assumes a continuous one-dimensional habitat and one trait (niche position) evolving with
a single, constant optimum at any location. The smooth continuous variation of the optimum rep-
resents the environmental gradient. The trait a↵ects the birth rate directly. Competition increase
the individual death rate. In contrast with earlier models, we do not describe competition with a
Gaussian kernel; rather, competition occurs uniformly within a specific range interval of constant
width (competition range), and the intensity of competition is assumed independent of the competi-
tors’ traits. In other words, there is no frequency dependent selection built in the model. Negative
frequency-dependence can generate disruptive selection on a trait like niche position [44, 55, 56, 57];
in our model, negative frequency-dependence emerges from competition that operates solely as a
function of the geographic distance between individuals.

4.2. Conditions for the evolution of clustered versus cline-like distributions

Quantitative genetics model in which there are no eco-evolutionary feedbacks predict the evolu-
tion of cline-like distributions along environmental gradients. By generating local negative frequency-
dependence, spatial eco-evolutionary feedbacks set the stage for the divergence of sub-populations
in trait and geographic space. Albeit questioned on the basis that clustering might be an artifact of
boundary conditions [58], this expectation was backed up by Leimar et al. (2008) [43] who performed
a stability analysis of a deterministic model similar to ours. Our work extends their approach and
reveals even broader parameter ranges for the evolution of clustering. Two parameters have a ma-
jor influence: the individual mobility rate and the competition range. The spatial eco-evolutionary
dynamics change from clustering to cline-like as the mobility increases through a threshold, which
is detected in the individual-based stochastic simulations and predicted accurately by the determin-
istic macroscopic model. At even higher mobility rates, clustering re-occurs, but only in phenotype,
whereas the spatial distribution is continuous. In this case, geographic areas of high local adaptation
alternate with areas of low adaptation. This is the situation in which individual-based models that
include sexual reproduction predict parapatric speciation [21].

4.3. Cluster dynamics and multi-stability

Even though our model does not include an Allee e↵ect, the dynamics of the deterministic
macroscopic approximation appear to be remarkably consistent with the individual-based simula-
tions. Taken together, deterministic and stochastic simulations show two alternate transient regimes
for evolution of clustered distributions: cluster projection, whereby new clusters are borne out at
the edge of the current distribution, versus front fragmentation, whereby a continuous front expands
while gaps progressively form and deepen in the core of the distribution. As with the evolution of
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clusters in general, the fragmentation mode specifically is not induced by border e↵ects; indeed the
process of gap formation can begin before the traveling front reaches the edges of the domain. One
key factor determining the transient regime is the spread of the initial focal population. Narrow pop-
ulation foci spread by cluster projection, whereas wide population foci spread by front fragmentation.
In the long run, such di↵erent initial conditions can lead to di↵erent attractors, namely clustered
distributions that di↵er in the number of clusters. Multi-stability is predicted by adaptive dynamics
models for well-mixed populations [11, 59, 60]; our results show that alternate stable states may also
occur as a consequence of eco-evolutionary feedbacks generated by spatially localized competition.

4.4. Adaptational lags and invasion slow-down.

Assuming narrow population focus and small mobility rates, we used a Hamilton-Jacobi ap-
proach [46] to gain quantitative insights in the cluster dynamics. The Hamilton-Jacobi approach
has been used both in various ecological settings and to study phenotypic diversification in well-
mixed population models [47, 48, 49, 50, 51, 52, 53]; this work provides an extension to the case of
spatially-extended populations. The analysis of the spatial Hamilton-Jacobi equation shows that the
competition range is a good approximation of inter-cluster distance. Also, cluster projection tends
to slow down as the population spread. This is due to the seeding of new clusters by individuals
that enjoy reduced competition ahead of the population edge, but su↵er severe maladaptation. The
time needed for a new cluster to reach a locally adapted state appears to increase with the number
of previously formed clusters, resulting in longer adaptational lags and the invasion slow-down. This
increase in adaptational lag is due to the seeding of new clusters from previously formed leading
clusters that were themselves incompletely adapted to their local environment.

4.5. Conclusions

Spatially localized competition along an environmental gradient drives local adaptation and leads
to the emergence of clustered versus cline-like population distributions. Clusters can form by projec-
tion (from the previously formed leading clusters) or fragmentation (behind an expanding population
front). Alternate clustered distributions can be reached by a population depending on its initial dis-
tribution. When the population range expands by cluster projection, the invasion process slows down
as a consequence of the increasing adaptational lag experienced by newly formed clusters. Spatial
eco-evolutionary feedbacks are thus important to predict invasion dynamics and range structure in
stable environments, as well as range shifts (possibly to di↵erent space-trait attractors) in response
to environmental change.
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[36] Flierl G, Grünbaum D, Levins S, Olson D. From individuals to aggregations: the interplay
between behavior and physics. Journal of Theoretical biology. 1999;196(4):397–454.

[37] Young W, Roberts A, Stuhne G. Reproductive pair correlations and the clustering of organisms.
Nature. 2001;412(6844):328–331.

[38] Haldane J. The theory of a cline. Journal of genetics. 1948;48(3):277–284.

[39] Fisher RA. Gene frequencies in a cline determined by selection and di↵usion. Biometrics.
1950;6(4):353–361.

[40] Bazykin A. Hypothetical mechanism of speciaton. Evolution. 1969;23(4):685–687.

[41] Endler JA. Geographic variation, speciation, and clines. 10. Princeton University Press; 1977.
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Figure 1: Spatial eco-evolutionary dynamics in the individual-based stochastic model. Initially, a popula-
tion of N = 3000 is concentrated at the point (0.5, 0.5). Parameters set to the default clustering
values (Table S1).
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Figure 2: Spatial eco-evolutionary dynamics in the deterministic large population limit. At T = 0 the
distribution is a Gaussian with standard deviation �0 = 0.1 (in both dimensions) centered at
(0.5, 0.5). Parameters set to the default clustering values (Table S1).
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Figure 3: E↵ect of mobility, competition, and mutation in the individual-based stochastic model. A. In-
creased mobility rate: D

m

= 5 ⇥ 10

�4. B. Reduced interaction range: � = 0.05. C. Increased
mutation variance � = 0.01. Initially, a population of N = 3000 is concentrated at the point
(0.5, 0.5). Other parameters set to the default clustering values in Table S1.
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Figure 4: E↵ect of mobility, competition, and mutation in the deterministic large population-size limit.
A. Increased di↵usion rate: D

m

= 5 ⇥ 10

�4. B. Reduced interaction range: � = 0.05. C.
Increased mutation variance � = 0.01. At T = 0 the distribution has the form of a Gaussian
with standard deviation �0 = 0.1 (in both dimensions) centered at (0.5, 0.5). Other parameters
set to the default clustering values in Table S1.
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Figure 5: E↵ect of mobility in the individual-based stochastic model. A. D
m

= 5⇥10

�3. B. D
m

= 2⇥10

�2.
Initially, a population of N = 3000 is concentrated at the point (0.5, 0.5). Other parameters set
to the default clustering values in Table S1.
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Figure 6: E↵ect of mobility in the deterministic large population limit. A. D
m

= 5 ⇥ 10

�3. B. D
m

=

2 ⇥ 10

�2. At T = 0 the distribution is a Gaussian with standard deviation �0 = 0.1 (in both
dimensions) centered at (0.5, 0.5). Other parameters set to the default clustering values (Table
S1).
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Figure 7: E↵ect of initial conditions on cluster formation and dynamics in the individual-based stochastic
model. Initially, a population of N = 3000 is uniformly distributed in the range [0.25, 0.75]

(panel A) or in the range [0.1, 0.9] (panel B) in both dimensions. Parameters set to the default
clustering values (Table S1).
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Figure 8: Cluster formation in the deterministic large population limit. At T = 0 the distribution has the
form of a Gaussian with standard deviations �0 = 0.04 (panel A) and �0 = 0.1 (panel B) in both
dimensions centered at (0.5, 0.5). Parameters set to the default clustering values (Table S1).
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The black dots denote the maxima: (m1,m2) = (2, 5) and (m1,m2) = (�2,�5). Parameter
values set to the default clustering parameter values in Table S1. B. Dashed line: maxima of a
perturbation in the form of equation (3) of ⇢(x�u) on the torus [0, 1]2 with m1 = 2 and m2 = 5.
Black line: line x = u. Black points denote the peaks of n(0, x, u).. C Dashed line: maxima
of a perturbation in the form of equation (3) of ⇢(x � u) on the torus [0, 1]

2 with m1 = 0 and
m2 = 7. Black line: line x = u. Black points denote the peaks of n(0, x, u).
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Appendix

Appendix A. Model parameters and values

The parameters of the model and their description, together with the default clustering values
are presented in Table S1.

Parameter Description Default value
b0 Maximal birth rate b0 = 2
b1 Quadratic coe�cient in the rate of decay in the birth rate b1 = 20
d0 Natural death rate d0 = 1
D

m

Spatial di↵usion coe�cient D
m

= 5⇥ 10�5

� Spatial competition range � = 0.1
� Standard deviation of mutation transition measure � = 0.01
� Mutation probability � = 0.1

Table S1: Model parameters, description and default clustering values.
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Figure S1: Cluster formation in the simulations of the individual-based stochastic model in the absence of
evolution (� = 0). Initially, a population of N = 3000 is concentrated at the point (0.5, 0.5).
Parameter values set to the default clustering parameter values in Table S1.
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Figure S2: Cluster formation in the simulations of the deterministic large population-size limit in the
absence of evolution (� = 0). At T = 0 the distribution has the form of a Gaussian with
standard deviation �0 = 0.1 (in the spatial direction) centered at (0.5, 0.5). Parameter values
set to the default clustering parameter values in Table S1.

Appendix B. Dynamics of the system in the absence of evolution

Appendix B.1. Clustering in the individual-based stochastic model and in the deterministic large-
population limit in the absence of evolution

We analyse the dynamics of the individual-based stochastic model and its deterministic large
population-size limit under the absence of evolution to study the dependence of clustering and
adaptive diversification on phenotypic mutations when competition is only spatial. As observed in
Figs. S1 and S2, clustering occurs—in both cases—in the form of a multimodal distribution under
the default clustering parameter values. Complete separation of clusters does not occur however due
to the adaptation constraints.

Appendix B.2. E↵ect of parameters in the individual-based stochastic model and in the deterministic
large-population limit in the absence of evolution

As observed in Figs. S3 and S4 for both the stochastic IB model and its deterministic limit
and similarly as in the original model, both an increase in the di↵usion rate and a reduction in the
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Figure S3: Parameter dependence in the simulations of the individual-based stochastic model in absence of
evolution (� = 0). A. Increased di↵usion rate: D

m

= 5⇥ 10

�4. B. Reduced interaction range:
� = 0.05. Initially, a population of N = 3000 is concentrated at the point (0.5, 0.5). Other
parameter values set to the default clustering parameter values in Table S1.
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Figure S4: Parameter dependence in the simulations of the deterministic large population-size limit in
absence of evolution (� = 0). A. Increased di↵usion rate: D

m

= 5 ⇥ 10

�4. B. Reduced
interaction range: � = 0.05. At T = 0 the distribution has the form of a Gaussian with
standard deviation �0 = 0.1 (in the spatial dimension) centered at (0.5, 0.5). Other parameter
values set to the default clustering parameter values in Table S1

interaction range hinder clustering and multimodality in absence of evolution. In both cases there
is a transition to unimodality (with respect to Figs. S1 and S2) with a larger range in the case of
faster spatial motion.

Appendix B.3. Dependence of clustering on phenotypic evolution in the individual-based stochastic
model and in the deterministic large-population limit

To further emphasize the role of phenotypic evolution in the appearance of clustering and in
the stability analysis of the cline-like equilibrium solution, we show an example where phenotypic
mutations are essential for the appearance and evolution of clustering.

For a value of D
m

in the interval emphasized in Fig. 10A, where perturbations only at the
spatial component would predict stability of the cline-like equilibrium while perturbations in both
dimensions would instead predict instability, clustering occurs in presence but not in absence of phe-
notypic evolution (Figs. S5 and S6). In the case of the individual-based stochastic model, although
unimodality is not as stable as in Fig. S3, the distribution does not show a clear multimodality as
in Fig. S1.

In the deterministic large population-size limit (Fig. S6), the di↵erence is more visible. While
clustering occurs in presence of evolution (although the convergence time is much larger than in Fig.
2 and the dynamics are dependent on the boundary conditions); clustering does not occur in absence
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Figure S5: Clustering in presence of evolution (panel A) and no clustering in the absence of evolution
(panel B with � = 0) in the individual-based stochastic model. In both cases D

m

= 1.35⇥10

�4.
Other parameter values set to the default clustering parameter values in Table S1.

of phenotipic mutations and the unimodality of the distribution is stable.

These results show that multimodality in the population’s distribution and clustering is facilitated
and occurs under a wider range of spatially dependent parameters when in presence of phenotypic
evolution even under the assumption of only spatial competition. Indeed, phenotypic evolution
becomes essential in some cases as a consequence of the interplay and the evolving correlation
between selection (which is spatial and phenotype dependent) and competition.
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Figure S6: Clustering in presence of evolution (panel A) and no clustering in the absence of evolution
(panel B with � = 0) in the the deterministic large population-size limit. In both cases D

m

=

1.35⇥10

�4. Other parameter values set to the default clustering parameter values in Table S1.
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Appendix C. Analytical Complements

Appendix C.1. Analysis of Pattern Formation

In the infinite population-size limit, the distribution of the population in the model behaves
according to

@ n(x, u, t)

@ t
= n(x, u, t)⇥

✓
(1� �)B(x, u)� d0 �

Z

X

Z

U
1|x�y|<�

⇥ n(y, w, t)dwdy

◆
+

D
m

@2n(x, u, t)

@x2
+ �

Z

U
n(x, w, t)B(x, w)

1p
2⇡�

exp

✓
�(u� w)2

2�2

◆
dw,

@n(x, u, t)

@x

����
x=0

=
@n(x, u, t)

@x

����
x=1

= 0,

n(x, 0, t) = n(x, 1, t) = 0, 8x 2 X , 8t 2 [0,1),

where
B(x, u) = max{b0 � b1(x� u)2, 0}.

Our first goal is to construct an approximate model for which explicit computations are possible. If
we consider �2 to be small, and (x, u) to be near the line x = u where the birth rate is b0, by making
a second order expansion of the function

M(u) = �

✓Z

U
n(x, w, t)B(x, w)

1p
2⇡�

exp

✓
�(u� w)2

2�2

◆
dw � B(x, u)n(x, u, t)

◆

while assuming that mutations occur at a constant rate (independent of (x, u)), we can approximate

the function M(u) with a di↵usion equation with rate D
�

= b0��
2

2 . Thus we can replace equation (2)
by the simpler reaction-di↵usion equation:

@n(x, u, t)

@t
= n(x, u, t)⇥

✓
B(x, u)� d0 �

Z

X

Z

U
1|x�y|<�

⇥ n(y, w, t)dwdy

◆
+

D
m

@2n(x, u, t)

@x2
+D

�

@2n(x, u, t)

@u2
. (S1)

Since we are interested in studying time-constant cline-like solutions, we will modify the boundary
conditions in order to make competition uniform along the line x = u. Let X̄ = U = T 1 and remove
the Neumann and Dirichlet boundary conditions. Here we denote by T 1 the one-dimensional torus
of length 1. From this point on, all operations on x or u will be defined on T 1. Hence, we will impose
the condition � < 0.5 and redefine B(x, u) as

B(x, u) = max{b0 � b1 ⇥ d(x, u)2, 0}

where d(x, u) := min{|x� u|, 1� |x� u|} is the distance function in T 1.
Suppose then that n(x, u, t) is a cline-like distribution, that is of the form n(�, t), � := d(x, u) 2

[0, 12 ]. We wish to write equation (S1) in terms of the new parameter �. We proceed by analysing
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the equation term by term. First, B(x, u) can be substituted by B(�) by simply redefining (with a
slight abuse of notation) B : [0, 12 ] ! [0, b0] as B(�) = max{b0�b1(�)2, 0}. Consider now the term in
equation (S1) representing death by competition. Let D

c

(x, n) :=
R
X
R
U 1d(x�y)<�

⇥ n(y, w, t)dwdy.
We want to show that if n(x, u, t) is of the form n(�, t), D

c

(x, n) is independent of x. Let x1  x2,
x1, x2 2 [0, 1). Because of the new boundary conditions and the symmetry of n with respect to x and
u, one has that n(x2, u, t) = n(x1 + ↵, u, t) = n(x1, u� ↵, t) for ↵ = x2 � x1. Thus

R
U n(x2, u, t)du =R

U n(x1, w, t)dw. Hence,
R
U n(y, w, t)dw is constant for all y 2 [0, 1). Denoting this constant value

by C we can deduce that

D
c

(x, n) =

Z

X

Z

U
1|x�y|<�

⇥ n(y, w, t)dwdy

=

����
Z

x+�

x��

1|x�y|<�

⇥ Cdy

���� = 2�C,

which has no dependence on x. Finally, for the di↵usion terms in equation (S1), one obtains that
@

2
n(x,u,t)
@x

2 = @

2
n(x,u,t)
@u

2 = @

2
n(x,u,t)
@�

2 for a cline-like solution n(x, u, t) = n(�, t).

Hence, for a cline-like distribution n(�, t), observing that
R
T1
n(�)d� = 2

R 1/2

0 n(�)d�, for all
� 2 [0, 1/2],

@n(�, t)

@t
=n(�, t)

 
B(�)� d0 � 4�

Z 1/2

0

n(a, t)da

!
+ (D

m

+D
�

)
@2n(�, t)

@�2
.

Since we are interested in proving the existence of a cline-like stationary solution, we wish to
study the solvability of the second order di↵erential equation given by

n(�)

 
B(�)� d0 � 4�

Z 1/2

0

n(a)da

!
+ (D

m

+D
�

)n00(�) = 0 (S2)

with appropriate boundary conditions: due to the form of the birth rate function and the symmetry
of the torus, n(�) must be minimum at � = 1

2 and a maximum at � = 0, thus we have the boundary
conditions n0(0) = n0(12) = 0.

Let ⇢ = d0+4�
R 1/2

0 n(a)da (an unknown quantity) and M = D
m

+D
�

. We can rewrite equation
(S2) as

Mn00(�) + n(�)B(�) = +⇢n(�), 8� 2 [0, 1/2]. (S3)

With the boundary conditions n0(0) = n0(1/2) = 0, this is a Sturm-Liouville (S–L) regular problem
[61, 62, 63], which means that it is solvable for countably many values of ⇢, ⇢0 < ⇢1 < . . . and
that the linear space of solutions associated to ⇢

n

has dimension 1 and is generated by a function
 
n

having exactly n zeroes on [0, 1/2]. In particular, we can assume without loss of generality that
 0 > 0, and the only biologically relevant solutions are of the form a 0 for some a > 0. In order to
recover a solution of (S2), a needs to be chosen such that ⇢0 = d0 + 4�a

R 1/2

0  0(�)d�. This is only
possible if ⇢0 > d0, hence for su�ciently small death rate. Note also that ⇢0 depends in a non-trivial
way on the birth rate B and hence on b0 and b1.

In order to make more precise the corresponding assumptions on b0, b1 and d0, let us first
integrate (S3) over [0, 1/2]. We obtain

R 1/2

0  0(�)B(�)d� = ⇢0
R 1/2

0  0(�)d�, from which we deduce
that ⇢0 2 (0, b0). Note also that, if the positive part in the definition of B is removed, the principal
eigenvalue problem (S3) on [0,+1) with boundary conditions n0(0) = 0 and n(+1) = 0 becomes
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explicitly solvable, with eigenvalue ⇢̄0 = b0 �
p
b1M and eigenfunction

 ̄0(�) =  ̄0(0) exp

 
� �2

2
p

M/b1

!
.

This gives a particular solution of (S3) with ⇢ = ⇢̄0 and n0(0) = 0

n(�) =

8
><

>:

n(0) exp

✓
� �

2

2
p

M/b1

◆
if � 

p
b0/b1

n(0) exp
⇣
� b0

2
p
Mb1

⌘
cos
⇣q

⇢̄0

M

� + '̄0

⌘
if
p
b0/b1  �  1/2,

where '̄0 is a solution to

sin

 r
⇢̄0b0
Mb1

+ '̄0

!
=

✓
1�

p
Mb1
b0

◆�1/2

.

Hence, assuming b0p
Mb1

� 1, the previous function satisfies n0(1/2) ⇡ 0 and hence is a good

approximation to a solution of the Sturm-Liouville problem (S3). This function is not positive but
takes very small negative values. Therefore, ⇢0 ⇡ ⇢̄0 and  0 ⇡  ̄0. This leads to the equation

b0 �
p

b1M ⇡ ⇢0 ⇡ d0 + 4�

Z 1/2

0

 ̄0(�)d� ⇡ d0 + 4�

Z 1

0

 ̄0(�)d�

= d0 + 2� ̄0(0)
q
2⇡
p

M/b1.

Therefore, under the assumptions d0 < b0 �
p
Mb1 and b0 �

p
Mb1, we obtain the following

approximation of the cline-like stationary solution of (S1):

n0(�) ⇡
b0 � d0 �

p
b1M

2�
q

2⇡
p

M/b1

exp

 
� �2

2
p

M/b1

!
.

We will write this in the form:

n0(�) = C
1p
2⇡�2

0

exp

✓
� �2

2�2
0

◆
, (S4)

with C = b0�d0�
p
b1M

2� and �2
0 =

p
M/b1. Notice that C is the same as above when M ⌧ b1.

Now, consider a perturbation of n0(x, u) of the form

n̂0(x, u) = (1 + "µ(x, u))n0(x, u), (S5)

where " ⌧ 1 and µ(x, u) = µ(m1u +m2x). Here, µ(x, u) is a periodic function on the torus (T 1)2.
This requires µ(m1(u + 1) + m2x) = µ(m1u + m2x) = µ(m1u + m2(x + 1)) for all x, u 2 T 1, i.e.
m1,m2 2 Z. Fourier analysis tells us that any periodic function on (T 1)2 is a linear combination
of such functions, so it is enough to study each perturbation with m1,m2 2 Z. By symmetry,
we can restrict to m1,m2 2 N. We will study the dynamics of ⌫(x, u, t) = n̂(x, u, t) � n0(x, u)
when n̂(x, u, 0) = n̂0(x, u). Furthermore, by local linearization of the PDE it is enough to look at
solutions of the form ⌫(x, u, t) = exp(�t)⌫(x, u, 0) = exp(�t)("µ(x, u)n0(x, u)). Turing’s stability
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method consists in computing the value of � and looking for values that satisfy � > 0. Since,
@⌫(x,u,t)

@t

= @n̂(x,u,t)
@t

, we get:

@⌫(x, u, t)

@t
= ⌫(x, u, t)⇥

✓
B(x, u)� d0 �

Z

X

Z

U
1
d(x,y)<�

⇥ n0(y, w)dwdy

◆

+D
m

@2⌫(x, u, t)

@x2
+D

�

@2⌫(x, u, t)

@u2
� n̂(x, u, t)

Z

X

Z

U
1
d(x,y)<�

⇥ ⌫(y, w, t)dwdy. (S6)

Hence, simplifying by " exp(�t) and considering "⌧ 1 we have

�µ(x, u)n0(x, u) = µ(x, u)n0(x, u)(B(x, u)� d0 � 2�C)+

D
m

✓
@2µ(x, u)

@x2
n0(x, u) + 2

@µ(x, u)

@x

@n0(x, u)

@x
+ µ(x, u)

@2n0(x, u)

@x2

◆
+

D
�

✓
@2µ(x, u)

@u2
n0(x, u) + 2

@µ(x, u)

@u

@n0(x, u)

@u
+ µ(x, u)

@2n0(x, u)

@u2

◆
�

n̂(x, u, t)

Z

X
1
d(x,y)<�

Z

U
µ(y, w)n0(y, w)dwdy.

Since "⌧ 1, we substitute the last term in the previous equation with:

n0(x, u)

Z
x+�

x��

Z

U
µ(y, w)n0(y, w)dwdy

Setting u = x (� = 0) and abusing notation by denoting n0(x, u) as n0(�) we obtain

�µ((m1 +m2)x) = (D
m

m2
2 +D

�

m2
1)µ

00((m1 +m2)x)�
Z

x+�

x��

Z

U
µ(y, w)n0(y, w)dwdy. (S7)

Suppose µ(m1u+m2x) = cos(2⇡(m1u+m2x)). Using (S4), we can compute
Z

x+�

x��

Z 1

�1
cos(2⇡(m1w +m2y))n0(y, w)dwdy =

C

⇡(m1 +m2)
exp(�2⇡2�2

0m
2
1) sin(2⇡(m1 +m2)�) cos(2⇡(m1 +m2)x).

Hence, µ(m1u+m2x) = cos(2⇡(m1u+m2x)) is a solution of equation (S7) if and only if

� = �4⇡2(D
m

m2
2 +D

�

m2
1)�

C

⇡(m1 +m2)
exp(�2⇡2�2

0m
2
1) sin(2⇡�(m1 +m2)).

Furthermore, since the Fourier decomposition of periodic functions is unique we argue that every
periodic solution of equation (S7) is a linear combination functions of the form µ(m1u + m2x) =
cos(2⇡(m1u+m2x)) with m1, m2 2 Z giving identical values of �.

Using the expressions of C and �0, we finally obtain

� = �4⇡2(D
m

m2
2 +D

�

m2
1)�

b0 � d0 �
p

b1(Dm

+D
�

)

2⇡�(m1 +m2)
exp

 
�2⇡2m2

1

r
D

m

+D
�

b1

!
sin(2⇡�(m1 +m2)).
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Appendix C.2. The Hamilton–Jacobi approach for density dependent models with slow motion

Suppose we have an invariant solution '̂(x, u) to equation (7). Since selection is strongest along
the line x = u, we will assume that the points for which '̂(x, u) = 0 are located along this line i.e that
u
i

= x
i

i 2 I. We will try to determine the characteristics of this solution (the number of clusters and
their spacing). To do this, let us first remove the boundary conditions (X = U = R) and suppose,
without loss of generality, that '̂(0, 0) = 0 (i.e that the population is concentrated in a Dirac delta
at (0, 0)). Since we are interested in solutions exhibiting periodic clustering patterns we make the
assumption of constant positive spacing between clusters (supported by simulations). Hence, ⌦

t

is
countable and there exists T > 0 minimal for which '̂(x, u) = '̂(x + T, u + T ). Combining both
conditions we have, ⌦

t

= {(nT, nT ), n 2 Z}. Notice that the value of T is the distance between the
Dirac delta peaks and hence the distance between clusters. Since we are interested in the behaviour
along the line x = u, when imposing this condition, equation (7) for '̂(x, x), which we denote by
'̂(x), becomes

0 = b0 � d0 �
X

n2Z

↵
n

1|x�nT |<�

+D
m

����
@'̂

@x
(x, x)

����
2

+ �b0 H

✓
@'̂

@u
(x, x)

◆
. (S8)

Since the points in ⌦
t

are local maxima, we have that, for all n 2 Z, @'̂(x,u)
@u

|(nT,nT ) =
@'̂(x,u)

@x

|(nT,nT ) =
0. This last property requires some care, since actually, due to the singularity of the competition
kernel, the function '̂ may not admit derivatives at its local maxima. However, we can approx-
imate the competition kernel 1[��,�] by a sequence of smooth kernels (K

k

)
k�1 and argue that the

corresponding solution '
k

converges to '̂, and @'k(x,u)
@u

|(nT,nT ) = @'k(x,u)
@x

|(nT,nT ) = 0 for all k � 1.
To make this rigorous, one would need to use stability properties of the Hamilton-Jacobi problem
with constraints (i) to (v). However, this is not known in general since for such equations, even
the problem of uniqueness is di�cult [64, 65]. If we leave aside this di�culty, we obtain that, for
(x, u) 2 ⌦

t

,

b0 � d0 �
X

n2Z

↵
n

1|x�nT |<�

= 0. (S9)

Suppose now that T > �. Consider the point (0, 0). Because of the condition stated above and
the fact that all other (x

i

, u
i

) 2 ⌦
t

satisfy |x� x
i

| > �, one has that

b0 � d0 � ↵0 = 0.

Now, let 0 < " < T � �. By evaluating equation (S8) at the point (", "), one has that

0 = b0 � d0 � ↵0 +D
m

����
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@x
(", ")

����
2

+ �b0 H
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(", ")
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2

+ �b0 H
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@'̂

@u
(", ")

◆
. (S10)

We observe that, by Jensen’s inequality

H(p) = E(exp(pG)� 1) � exp(pE(G))� 1 = 0

The inequality is strict unless p = 0. Therefore, equation (S10) implies @'̂

@u

(", ") = @'̂

@x

(", ") = 0. Since
" was arbitrary, we have that for every  2 [0, T � �), @

@u

'̂(,) = @

@x

'̂(,) = 0. Hence, '̂(,) = 0
8 2 [0, T � �) which is a contradiction since ⌦

t

was taken to be countable.
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Suppose now that T < �, and that �

T

62 N. Then, again for (0, 0) one has

b0 � d0 �
X

n2Z, |n|T<�

↵
n

1|x�nT |<�

= b0 � d0 �
b �
T cX

n=�b �
T c

↵
n

= 0.

Letting 0 < " < � � b �

T

c ⇥ T and using the same analysis as in the previous case one can arrive
to the same contradictions. This proves that T  � and that �

T

2 N.

We denote a solution with period T = �

m

, m 2 N⇤ along the axis x = u by '̂
m

. We now prove
that solutions '̂

m

with m > 1 are unstable. We prove this result only for '̂2, the proof is analogous
for all m > 2. We suppose without loss of generality that the zeros of '̂2 are located at the points�
n�

2 ,
n�

2

�
, n 2 Z, associated each with a weight ↵

n

. The stability condition (v) implies that, for all
k 2 Z,

b0 � d0 = ↵
k�1 + ↵

k

+ ↵
k+1.

In particular, this imples that the sequence (↵
k

)
k2Z is 3-periodic. Let '̂⇤

2 be a small perturbation
of '̂2 where the only modification with respect to '̂2 is that it is modified on a small ball of radius
⌘ > 0 centered at (0, 0) such that the point (0, 0) is still a local maximum but with a value slightly
below zero. Hence the measure µ(dx, du) associated to '̂⇤

2 satisfying conditions (i)–(v) has no Dirac
mass close to (0, 0). We denote the new weights at the zeros of '̂⇤

2 located at the points
�
n �

2 , n
�

2

�
,

n 2 Z, n 6= 1, by ↵⇤
n

. As above, these weights satisfy

b0 � d0 = ↵⇤
k�1 + ↵⇤

k

+ ↵⇤
k+1, (S11)

for all k 2 Z with k 6= 0, with the convention that ↵⇤
0 = 0. Again, the sequence (↵⇤

k

)
k2Z is 3-periodic

and hence ↵⇤
3k = 0 for all k 2 Z and ↵⇤

1 + ↵⇤
2 = b0 � d0. In particular, (S11) is also true for k = 0.

Since ↵0 > 0, the fact that ↵⇤
1+↵

⇤
2 = b0� d0 implies that we either have ↵⇤

1 > ↵1 or ↵⇤
2 > ↵2 (maybe

both). Let us assume (without loss of generality) that ↵⇤
1 > ↵1.

We can now consider the solution '̂⇤
2(x, u, t) of (7) with initial condition '̂⇤

2 (with a slight abuse
of notation). For all x 2 R such that |x| > ⌘ and x 2 (k�/2, (k + 1)�/2) for some k 2 Z,

@'̂⇤
2

@t
(x, x, 0) = b0 � d0 � ↵⇤
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◆
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+D
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◆
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k
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k�1 � ↵⇤

k

� ↵⇤
k+1 � ↵⇤

k+2

= ↵
k�1 � ↵⇤

k�1,

where we used in the third equality that '̂2 is a stationary solution of (7). Hence we have proved
that @'̂

⇤
2

@t

(x, x, 0) < 0 for all |x| > ⌘ such that x 2 (k�/2, (k + 1)�/2) for some k 2 3Z + 2. In
particular, the perturbation does not converge back to '̂2, which is hence unstable.

To conclude we need to check that the solution '̂1 with period T = � is stable. This is a non-
trivial problem, and we will only check a weak form of stability, assuming only specific perturbations
of '̂1. We assume without loss of generality that the zeroes of '̂1 are located at the points (n�, n�).
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Suppose a perturbation is made in such a way that the new function '̂⇤
1 is di↵erent from the original

solution only in a small ball of radius ⌘ > 0 centered at (0, 0) (this point is arbitrary) such that
'̂⇤
1(0, 0) = �" < 0 is a local maximum. Hence the measure µ associated to '̂⇤

1 loses a Dirac mass at
(0, 0). In this case, ↵⇤

k

= ↵
k

= b0�d0 for all k 6= 1, so that @'̂

⇤
1

@t

(x, u, 0) = 0 for all (x, u) at a distance
larger than � from (0, 0) and

@'̂⇤
1(x, u, t)

@t

����
t=x=u=0

= b0 � d0 > 0,

since there are no neighboring maxima located at a distance smaller than �. Hence the solution has
an initial tendency to approach '̂1. However, the dynamics becomes more complicated after time 0
since the local maxima initially at (n�, n�) for n 6= 0 might move. Of course, this is not su�cient to
prove stability, but this strongly suggests that stability should hold true.

Appendix D. Numerical Complements

Appendix D.1. Simulation of the individual-based stochastic model

The algorithm used to simulate the individual-based model is based on [42]. Nevertheless, We use
a slightly di↵erent acceptance/rejection procedure. We proceed as in this reference by constructing
recursively sequences N

k

, T
k

, X
k

, U
k

respectively of integers, positive real numbers, N
k

-dimensional
vectors in X̄ and N

k

-dimensional vectors in U , which represent respectively the number of individual
in the k-th step of the algorithm, the end time of the k-th step and the vector of positions and
traits of the N

k

living individuals at the end of the k-th step. We set the potential event rate
to C

tot

:= N
k�1(b0 + d0 + N

k�1/K) (K being the carrying capacity) and then decide, based on
a parameter ✓

k

(a uniformly distributed random variable on [0, C
tot

]), which event can potentially
occur at time T

k

= T
k�1 + E

k�1, where E
k�1 is an exponential random variable with parameter

C
tot

. If ✓
k

< N
k�1b0, we randomly select an individual I

k

= i, which will give birth (to a clone or

a mutant) with probability
B(Xi

Tk
,U

i
Tk�1)

b0
. If, instead, N

k�1b0  ✓
k

 N
k�1b0 + N

k�1d0, a randomly
selected individual I

k

= i dies no matter its position and trait (since the rate of natural death is
the same for all individuals). Finally, if ✓ � N

k�1b0 + N
k�1d0, two individuals I

k

= i, J
k

= j are
selected randomly. If the distance among them at time T

k

is smaller than �, then individual i dies.
Otherwise nothing happens.

Appendix D.2. Numerical integration of the model’s infinite population size limit

To simulate the dynamics of the infinite population-size limit of the model we compute n(x, u, t)
according to equation (2) using an explicit scheme where n(x, u, 0) has the form of a Gaussian
centered at (0.5, 0.5) with standard deviation �0. For the numerical Turing’s stability analysis we
modify our boundary conditions so that X̄ ⇥ U = T 1 ⇥ T 1 and use an explicit scheme before and
after introducing the perturbation. In both cases we considered a step size �

x

= �
u

= 0.025 and a
time-step size �

t

= 0.001.

Appendix D.3. Numerical validation of section 3.2

We validate the analytical results from Appendix C.1 with the following numerical scheme. We
set periodic boundary conditions and start from the cline-like equilibrium’s approximation computed
in Appendix C.1. Since this is only an approximation of the cline-like equilibrium, we simulate the
dynamics of this system for a time T

c

to correct for imperfections. Due to the periodic boundary
conditions and the constant value of the distribution along the diagonal lines, this will not cause an
infringement of the cline-like condition (a distribution only dependent on � = |x � u|). We set the
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time T
c

to be the minimum time that satisfies that the maximum di↵erence between two consecutive
time steps at all points is less than a threshold value we set to be equal to the time step size �

t

.
Based on the simulations, we observe that normally T

c

⇠ 1.

The obtained population distribution becomes the approximation of the cline-like equilibrium
used to compute numerically the Lyapunov exponents of perturbations. Since the cline-like equilib-
rium may be unstable this might introduce errors. More precisely, since the approximate cline-like
solution is actually a small perturbation of the exact cline-like solution, it has a Lyapunov exponent �̄
which might be positive. In particular, the Lyapunov exponent of a perturbation of the approximate
equilibrium is not close to �

m1,m2 , but should rather be close to max{�
m1,m2 , �̄}, hence introducing

a threshold e↵ect in the numerical computations. This threshold e↵ect is indeed observed for small
values of �

m1,m2 in Fig. 10(B). Note also that we cannot use the clever method of computation of
the cline-like equilibrium as done in [43] since, because of our boundary conditions, we are unable
to reduce the spatial window of numerical resolution of the PDE so that possible perturbations have
very strong frequencies and do not destabilize the equilibrium. Nevertheless, the approximation was
good enough so that the dynamics always converged towards a distribution that only depends on
values of |x� u|.

After we retrieve an approximation of the cline-like equilibrium distribution n0(x, u) = n0(|x�u|),
we introduce a perturbation of the form:

n̂0(x, u) = (1 + " cos(2(m1u+m2x)))n0(x, u), (D.1)

" ⌧ 1, for several integer values of m1 and m2. Next, we simulate the dynamics of n̂(x, u, t),
n̂(x, u, 0) = n̂0(x, u) and measure the growth or decay of the perturbation by calculating the expo-
nent:

�
num

= max
i2I

(⌧
log(|n0(xi

, u
i

)� n̂(x
i

, u
i

, n�t)|/|n0(xi

, u
i

)� n̂0(xi

, u
i

)|)
n�t

�

n�tTp

)
.

where �t is the time step size and I is an enumeration of the points along the line x = u of the grid
on which we simulate the dynamics of the system. Again —although �

num

is not necessarily equal
to �

m1,m2— if �
num

is positive, the cline-like equilibrium is unstable for perturbations of the form
in equation (D.1). If this is the case for at least one pair (m1,m2) it is expected that the attracting
state of the system will be distributed among isolated clusters.

In Fig. 10 we show the computation of �
num

when varying D
m

and � for perturbations with
(m1,m2) = (0, 7) and (m1,m2) = (2, 5), this last pair resulted in the highest registered value of �

num

in the considered ranges of both parameters. As observed, results in figure Fig. 10(A) show an almost
perfect consistency with their analytical counterpart when approximating the transition value D⇤

m

of D
m

for both pairs (m1,m2) considered. Thus we corroborate that when increasing the dispersal
rate D

m

, the transition from the clustering attractor to the to cline-like one occurs at a threshold
value D⇤

m

⇡ 1.6⇥ 10�4. Again this value would have been miscalculated if only perturbations along
the spatial component had been considered.

The numerical simulations for determining �
num

as function of � are harder due to practical issues.
More precisely, the spatial discretization of space as cells of width �

x

needs to be chosen so that
�/�

x

is an integer. Given �
x

, for values of � such that �/�
x

is an integer, the numerical scheme is
exactly the same as for �0 = �

x

b�/�
x

c and so the computed values of � are the same. Hence, to have
a precise estimate of � as a function of �, we need to take very small �

x

. However, this is impractical
in terms of numerical cost since the stability condition of explicit finite di↵erence scheme requires to
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take time-steps �
t

even smaller. Therefore, our numerical validation for the dependence with respect
to � has been validated for �

x

= 0.025, and hence for the values � = 0.025, 0.05, 0.075, 0.1, 0.125,
shown in Fig. 10(B). Of course, these five values are not su�cient to determine precisely the location
of the transition from cline-like to clustering patterns, predicted to be close to �⇤ ⇡ 0.076 from
the analytical approximation (5). Nevertheless, results are consistent, indicating that the transition
occurs at a value larger but close to � = 0.075 and that �

num

is smaller when (m1,m2) = (0, 7) than
when (m1,m2) = (2, 5).

Appendix D.4. Numerical integration of the Hamilton–Jacobi equation

We take as initial condition '(x, u, 0) = �(x� 0.5)2 � (u� 0.5)2 and we compute the dynamics
of ' according to the Hamilton–Jacobi equation (7) using an explicit scheme. In order to always
satisfy condition (i) we need to use a scheme with variable time-step where the time step is set to
�t unless the condition of negativity is violated for at least one point. In this case, we take the
minimum time step for which the nonpositivity condition is maintained and used it instead. We
then obtain a function '(x, u, t +�t0) admitting at least one more zero that '(x, u, t). In the next
time step, some of the zeroes might disappear if @

t

'(x, u, t +�t0) < 0 at some of these points. To

compute the Hamiltonian function H
⇣

@'(x,u,t)
@u

⌘
, we use the expression in Eq. (8).

To compute the values of the ↵
i

’s in the density function µ(dy, dw, t) (introduced in equation
(9)) which satisfy conditions (iv), (v), we use the following scheme. If there is just one pair (x, u)
satisfying '(x, u, t) = 0, i.e |⌦

t

| = 1, we set its respective coe�cient ↵ to the unique value satisfying
condition (v).

Consider now the case when |⌦
t

| � 2. Let (x
i

, u
i

) 2 ⌦
t

, 1  i  m := |⌦
t

| denote the elements
of ⌦

t

. In order to find the appropriate values of the ↵
i

’s we first divide the set ⌦
t

into smaller
sets A

k

constructed inductively by using the following method. Initially we construct A1 as the set
containing the first element (x1, u1) of ⌦t

. Then, for every 1 < i  m, the pair (x
i

, u
i

) is added to a
set A

k

if there exists a pair (x
j

, u
j

) 2 A
k

such that |x
i

� x
j

| < �. If there exists more than one A
k

satisfying this condition, then A
k

will be redefined as the union of such sets. One can picture the
sets A

k

as sets containing the pairs (x
i

, u
i

) with correlated values of ↵
i

’s in the sense that elements of
di↵erent sets do not compete among them. Likewise, in the end, no elements from two di↵erent sets
will be at a distance less than �. Once this is done, in each subset A

k

we verify whether conditions
(iv), (v) can be satisfied when setting one of the values of the ↵

i

’s to the value imposed by condition
(v) and setting the values of the other ↵

j

’s to zero. If this is the case for at least one element
(x

i

, u
i

) in each A
k

, we take such values of the ↵’s to be coe�cients of µ(dy, dw, t). Otherwise, if this
conditions are not satisfied we compute numerically the values of the ↵

i

’s as the solutions of the
system appearing from imposing condition (v) to every element in |⌦

t

|;

b0 � b1(x1 � u1)
2 � d0 �

X

im

1|x1�xi|<�

↵
i

= 0,

b0 � b1(x2 � u2)
2 � d0 �

X

im

1|x2�xi|<�

↵
i

= 0,

...

b0 � b1(xm

� u
m

)2 � d0 �
X

im

1|xm�xi|<�

↵
i

= 0.

In principle we should look for other solutions for which the subset S
k

of elements (x
i

, u
i

)
k

associated to non-zero ↵’s in each set A
k

has size 2, then 3 and so on. In practice, however, we only
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look at cases where |S
k

| = 1 or |[
k

S
k

| = m and these ones were enough at short time scales like the
ones we use in our simulations.
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