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Abstract

We consider an interacting particle Markov process for Darwinian evolu-
tion in an asexual population with non-constant population size, involving a
linear birth rate, a density-dependent logistic death rate, and a probability wu
of mutation at each birth event. We introduce a renormalization parameter
K scaling the size of the population, which leads, when K — 400, to a de-
terministic dynamics for the density of individuals holding a given trait. By
combining in a non-standard way the limits of large population (K — +00)
and of small mutations (x — 0), we prove that a time scales separation be-
tween the birth and death events and the mutation events occurs and that
the interacting particle microscopic process converges for finite dimensional
distributions to the biological model of evolution known as the “monomorphic
trait substitution sequence” model of adaptive dynamics, which describes the
Darwinian evolution in an asexual population as a Markov jump process in
the trait space.
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1 Introduction and main results

We will study in this article the link between two biological models of Darwinian
evolution in an asexual population. The first one is a system of interacting particles
modeling evolution at the individual level, referred below as the microscopic model,
which has been already proposed and studied in Bolker and Pacala (1997, 1999),
Dieckmann and Law (2000), Law et al. (2003) and Fournier and Méléard (2004)
either as a model of Darwinian evolution or as a model of dispersal in a spatially
structured population. This model involves a finite population with non-constant
population size, in which each individual’s birth and death events are described.
Each individual’s ability to survive and reproduce is characterized by a finite num-
ber of phenotypic traits (e.g. body size, rate of food intake, age at maturity), or
simply traits. The birth rate of an individual depends on its phenotype, and its
death rate depends on the distribution of phenotypes in the population and involves
a competition kernel of logistic type. A mutation may occur at each birth event.
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The second model describes the evolution at the population level as a jump
Markov process in the space of phenotypic traits characterizing individuals. It
is called “trait substitution sequence” (Metz et al., 1996), and referred below as
the T'SS model. In this model, the population is monomorphic at each time (i.e.
composed of individuals holding the same trait value), and the evolution proceeds
by a sequence of appearance of new mutant traits, which invade the population
and replace, after a short competition, the previous dominant trait. The TSS
model belongs to the recent biological theory of evolution called adaptive dynamics
(Hofbauer and Sigmund, 1990; Marrow et al., 1992; Metz et al., 1992), and has
been introduced by Metz et al. (1996) and Dieckmann and Law (1996) and math-
ematically studied in Champagnat et al. (2001). The theory of adaptive dynamics
investigates the effects of the ecological aspects of population dynamics on the
evolutionary process, and thus describes the population on the phenotypic level,
instead of the genotypic level. The TSS model is one of the fundamental models of
this theory. It has revealed a powerful tool for understanding various evolutionary
phenomena, such as polymorphism (stable coexistence of different traits, cf. Metz
et al., 1996) or evolutionary branching (evolution of a monomorphic population to
a polymorphic one that may lead to speciation, Dieckmann and Doebeli, 1999) and
is the basis of other biological models, such as the “canonical equation of adaptive
dynamics” (Dieckmann and Law, 1996; Champagnat et al., 2001).

The heuristics leading to the TSS model (cf. Metz et al., 1996 and Dieckmann
and Law, 1996) are based on the biological assumptions of large population and
rare mutations, and on another assumption stating that no two different types of
individuals can coexist on a long time scale: the competition eliminates one of
them. In spite of this heuristic, this model still lacks a firm mathematical basis.

We propose to prove in this article a convergence result of the microscopic model
to the T'SS model when the parameters are normalized in a non-standard way, lead-
ing to a time scales separation. Our limit combines a large population asymptotic
with a rare mutations asymptotic. It will appear that this convergence holds only
for finite dimensional distributions, and not for the Skorohod topology, for reasons
that are linked to the time scale separation. For these reasons, and because we
have to combine two limits simultaneously (large population and rare mutations),
this result is different from classical time scale separation results (averaging prin-
ciple, cf. Freidlin and Wentzell, 1984). The proof requires original methods, based
on comparison, convergence and large deviation results on branching processes and
logistic Markov birth and death processes. Our convergence result provides a math-
ematical justification of the TSS model and of the biological heuristic on which it
is based, and gives precise conditions on the scalings of the biological parameters
in the microscopic model required for the time scales separation to hold.

In Section 2, we describe precisely the microscopic model and the TSS model,
and we state our main results. Our proof is based on a careful study of the behavior
of the population before the first mutation, and of the competition phase between
the mutant trait and the original trait, taking place just after the first mutation.
We will give an outline of the proof and of the methods in Section 3, as well as some
notations used throughout the paper. Section 4 gives comparison results and large
deviation results on birth and death processes (Sections 4.1 and 4.2), and several
results on branching processes (Section 4.3). Based on these properties, the proof
of the convergence of the microscopic model to the TSS model is given in Section 5.

2 Models and main results

Let us first describe the microscopic model. In a population, Darwinian evolution
acts on a set of phenotypes, or traits, characterizing each individual’s ability to



survive and reproduce. We consider a finite number of quantitative traits in an
asexual population (clonal reproduction), and we assume that the trait space X is
a compact subset of R! (I > 1).

The microscopic model involves the three basic mechanisms of Darwinian evo-
lution: heredity, which transmits traits to new offsprings, mutation, driving a varia-
tion in the trait values in the population, and selection between these different trait
values. The selection process, and thus a proper definition of the selective ability
of a trait, or fitness (cf. Metz et al., 1992), should (and will) be the consequence
of interactions between individuals in the population and of the competition for
limited resources or area, modeled as follows.

For any x,y € X, we introduce the following biological parameters

b(z) € R4 is the rate of birth from an individual holding trait .
d(x) € Ry is the rate of “natural” death for an individual holding trait x.

a(z,y) € Ry is competition kernel representing the pressure felt by an individual
holding trait = from an individual holding trait y.

u(x) € [0,1] is the probability that a mutation occurs in a birth from an individual
with trait x.

m(x,dh) is the law of h = y—x, where the mutant trait y is born from an individual
with trait z. It is a probability measure on R!, and since y must belong to
the trait space X, the support of m(z,-) is a subset of

X—o={y—z:yecX}.

K € N is a parameter rescaling the competition kernel «(-,-). Biologically, K can
be interpreted as scaling the resources or area available, and is related to the
biological concept of “carrying capacity”. It is also called “system size” by
Metz et al. (1996). As will appear later, this parameter is linked to the size of
the population: large K means a large population (provided that the initial
condition is proportional to K).

ug € [0,1] is a parameter depending on K rescaling the probability of mutation
p(+). Small ug means rare mutations.

Let us also introduce the following notations, used throughout this paper:

) — d@)

xr — Oé(l‘, ) )
B(x) = p(x)b(x)n, (2)
and  f(y,z) = b(y) —d(y) — a(y,z)n.. (3)

As will appear below, 7, can be interpreted as the equilibrium density of a mono-
morphic population when there is no mutation, 5(z) as the mutation rate in this
population, and f(y,z) as the fitness of a mutant individual with trait y in this
population.

We consider, at any time ¢t > 0, a finite number N; of individuals, each of them
holding a trait value in X. Let us denote by x1,...,zy, the trait values of these
individuals. The state of the population at time ¢ > 0, rescaled by K, can be
described by the finite point measure on X

1
VtK = ?261‘17 (4)



where 0, is the Dirac measure at x. Let Mg denote the set of finite nonnegative
measures on X, and define

1 n
MK_{KZSLTLEO, {El,...,mn€X},
i=1

An individual holding trait = in the population v/ gives birth to another indi-
vidual with rate b(z) and dies with rate

d(x)—i—/ (z,y)vE (dy) = d(z Z alz, ;).

The parameter K scales the strength of competition, thus allowing the coexistence
of more individuals in the population.

A newborn holds the same trait value as its progenitor’s with probability 1 —
ug po(x), and with probability ug p(z), the newborn is a mutant whose trait value
y is chosen according to y = x + h, where h is a random variable with law m(x, dh).

In other words, the process (I/t ,t > 0) is a M&-valued Markov process with
infinitesimal generator defined for any bounded measurable functions ¢ from MX
to R by

o) = [ (o(v+F) - o0 0 - wupio mv(as)

/ /R( ( M) —¢>(V)> ur p(@)b(x)m(z, dh) Kv(dz)
+ /X (¢ (1/ - i?) — ¢>(1/)> <d(x) + /Xa(x,y)u(dy)) Kv(dz).  (5)

When the measure v has the form (4), the integrals with respect to Kv(dx) in (5)
correspond to sums over all individual in the population. The first term (linear)
describes the births without mutation, the second term (linear) describes the births
with mutation, and the third term (non-linear) describes the deaths by oldness
or competition. This logistic density-dependence models the competition in the
population, and hence drives the selection process.

Let us denote by (A) the following three assumptions

(A1) b, d and o are measurable functions, and there exist b, d, & < 4oc such that

b(-)<b, d(-)<d and a(,-) <@
(A2) m(x,dh) is absolutely continuous with respect to the Lebesgue measure on

R! with density m(z, h), and there exists a function m : Rl — R, such that
m(x,h) < m(h) for any z € X and h € R!, and [ m(h)dh < co.

(A3) p(z) > 0and b(x) —d(x) > 0 for any z € X, and there exists & > 0 such that

a < a(-, )

For fixed K, under (A1) and (A2) and assuming that E((vf, 1)) < oo (where
(v, f) denotes the integral of the measurable function f with respect to the measure
v), the existence and uniqueness in law of a process with infinitesimal generator
LY has been proved by Fournier and Méléard (2003). When K — +oo, they
also proved, under more restrictive assumptions and assuming the convergence
ot the initial condition, the convergence on D(R,, Mp) of the process v¥ to a



deterministic process solution to a non-linear integro-differential equation. We will
only use particular cases of their result, stated in the next section, that can be
proved under assumptions (Al) and (A2).

The biological assumption of large population corresponds to the limit K —
400, and the assumption of rare mutations to ux — 0. As mentionned in the
introduction, the biological heuristics suggest another assumption: the impossibil-
ity of coexistence of two different traits on a long time scale. As will appear in
Proposition 3 in the next section, this assumption can be stated mathematically as
follows:

(B) Given any z € X, Lebesgue almost any y € X satisfies one of the two following
conditions:
either  (b(y) — d(y))a(z,z) — (b(z) — d(z))a(y,z) < 0, (6)

) — ) —
or { (b(y) — d(y))a(z, z) = (b(x) — d(z))a(y, ) >0, 1)
(b(x) = d(z))a(y,y) — (b(y) — d(y))a(z,y) <O.

~—

Before coming back to this assumption in the next section, let us only observe that
condition (6) is equivalent to f(y,z) < 0 and condition (7) to f(y,x) > 0 and
f(z,y) <0.

The TSS model of evolution that we obtain from the microscopic model is a
Markov jump process in the trait space X with infinitesimal generator given, for
any bounded measurable function ¢ from X to R, by

[f(z+h o)y

bt h) m(x, h)dh, (8)

As@) = [ (oo + 1) = o(a))B@)
where [a]4 denotes the positive part of a € R, and where §(z) and f(y,z) are
defined in (2) and (3). The existence and uniqueness in law of a process generated
by A holds as soon as 3(x)[f(y,x)]+/b(y) is bounded (see e.g. Ethier and Kurtz,
1986), which is true under assumption (A) ([f(y,z)]+/b(y) < 1). The biological
interpretation of the fonction f as a fitness function becomes natural in view of this
generator: because of the positive part function [-]+ in (8), the TSS process can
only jump from a trait « to the traits = + h such that f(z + h,z) > 0. Therefore,
the function f(y,x) measures the selective ability of trait y in a population made
of individuals with trait = (see Metz et al., 1992, 1996).

Our main result is:

Theorem 1 Assume (A) and (B). Fir a sequence (ur)xen in [0, 1] such that

1

vV >0, eXp(*VK) K ug <K m (9)
(where f(K) < g(K) means that f(K)/g(K) — 0 when K — o0). Fiz also
x € X, v >0 and a sequence of N-valued random variables (Vi) ken, such that
(vi/K)Ken converges in law to v and is bounded in L*. Consider the process
(vt > 0) generated by (5) with initial state (v /K)d,. Then, for any n > 1,
e>0and 0 <ty <ty <...<t, <oo, and for any measurable subsets I'y,..., T,
of X,

. K _
KI_IEEOOP(W €{l,...,n}, Jo; €L : Supp(vy; ) e, ) = {2i}

and |<Vt{'</KuK7 1) — g, | <e) =P(Vie {1,...,n}, Xy, €Iy) (10)

where for any v € Mg, Supp(v) is the support of v and (X;,t > 0) is the TSS
process generated by (8) with initial state x.



Remark 1 The time scale 1/Kuy of Theorem 1 is the time scale of the mutation
events for the process v (the population size is proportional to K and the individual
mutation rate is proportional to ug ). Assumption (9) is the condition leading to
the correct time scales separation between the mutation events and the birth and
death events. The limit (10) means that, when this time scales separation occurs, the
population is monomorphic at any time with high probability, and that the transition
periods corresponding to the invasion of a mutant trait in the resident population
and the ensuing competition are infinitesimal on this mutation time scale. Observe
also that this convergence result holds only for monomorphic initial conditions. We
will make some comments on more general initial conditions in the next section.

Corollary 1 Assume additionally in Theorem 1 that (v /K)ken is bounded in
LP for some p > 1. Then the process (VgKUK,t > 0) converges when K — 400,
in the sense of the finite dimensional distributions for the topology on Mg induced
by the functions v — (v, f) with f bounded and measurable on X, to the process

(Yi,t > 0) defined by
Y, — YOz ift=0
t= 'ﬁXt(SXt th>0.

This corollary follows from the following long time moment estimates.
Lemma 1 Assume (A) and that supgs, E((v*,1)?) < +oo for some p > 1, then

sup bupE((ut , )P ) < 400,
K>1 t>0

and therefore, if p > 1, the family of random variables {{v[, 1)} rk>1,¢>0) i85 uni-
formly integrable.

Proof of Corollary 1 Let I' be a measurable subset of X. Let us prove that

i B 16) = Blx, L x,er)): ()
Fix € > 0, and observe that i, € [0,b/a]. Write [0,b/a] C U/_,I;, where g is the
first integer greater than b/cq, and I; = [(i—1)e, ie[. Define I'; = {z € X : i, € I}
for 1 <i < ¢, and apply (10) to the sets 'NTy,..., I NT, withn =1,¢ =t and
the constant € above. Then, by Lemma 1, there exists a constant C' > 0 such that

li E 1)) < li E 1r)1
lim sup () Kuger 1)) 11<H—1>iu£ () kuger 11) (W e, m<Cy) HE

< thbup E((Vt/KuK, Irar) e

+e€
P 1><c})

Vi Kugt!S

-
MQ
N

((+1)eP(X; €T NLy) +¢
1

.
Il

M=

(E(nx,1¢x,ernr,}) +26P(X; €Ty)) +¢
1

(ﬁth{XteF}) + 3e.

.
I

IN
&=

A similar estimate for the lim inf ends the proof of (11), which implies the conver-
gence of one-dimensional laws for the required topology.

The same method gives easily the required limit when we consider a finite
number of times tq,...,t,. O



As suggested by the fact that the limit process Y is not continuous at 0V,
it is not possible to obtain the convergence in law for the Skorohod topology on
D([0,T], M ). More generally, we can prove:

Proposition 1 For any s < t, the convergence of V§KUK toY in Corollary 1 does

not hold for the Skorohod topology on D([s,t], M), for any topology on Mg such
that the total mass function v+ (v, 1) is continuous.

Proof of Proposition 1 Assume the converse. Then, for some s < t, the total
mass NK = (uijuK, 1) converges for the Skorohod topology on D(]s, t], R, ) to the
total mass of the process Y. In particular, by Ascoli’s theorem for cadlag processes
(cf. Billingsley, 1968), for any € > 0 and n > 0, there exists § > 0 such that

limsup P(w'(N5,8) > n) <e,
K—+o00

where the modulus of continuity w’ is defined by

o) =int {_puax_ wli it}

1=0,...,7—

where the infimum is taken over all » € N and all the finite partitions s = tg < t; <
... < t, =tof [s,t] such that t;4; —t; > ¢ for any i € {0,...,r — 1}, and where

w(p, I) :=sup, ,es lp(z) — @(y)| for any interval I.
Now, for any function ¢ € D([s,t],R), w(p,d) < 2w'(p,d) + sup,eps 4 lo(x) —

¢(xz—)| (cf. Billingsley, 1968), where w(p,d) := Sup, yeis 4, jo—y|<s |P(®) — @),
and for any K > 1, sup,c(,y INK — NEX | = 1/K. Therefore, for any ¢ > 0 and
7 > 0, there exists 6 > 0 such that

limsup P(w(N¥,6) > n) <e.
K>1

This implies that the sequence (N ) is actually C-tight (cf. Billingsley, 1968) and
that its limit is necessarily continuous, which is not true for (¥;,1). |

3 Notations and outline of the proof of Theorem 1

We start with some definitions needed to explain the idea of the proof of Theorem 1
and the precise meaning of assumption (B).

Definition 1

(a) For any K > 1, b,d,a > 0 and for any N/K-valued random variable z, we will
denote by PX(b,d, a, z) the law of the N/K-valued Markov birth and death
process with initial state z and with transition rates

ib fromi/K to (i+1)/K,
i(d+ai/K) fromi/K to (i—1)/K.

(b) For any K > 1, by, dk,ar; > 0 with k,l € {1,2}, and for any N/K-valued
random variables z1 and zo, we will denote by

K
Q (b13b23d17d21allyal27a217a22azl722)



the law of the (N/K)2-valued Markov birth and death with initial state
(21, 22) and with transition rates

by from (i/K,j/K
Jba from (i/K,j/K
Z(dl +04117;/K—|-0¢12j/K) from (’L/K,]/K
j(dg+()&21i/K+O¢22j/K) from (Z/K,]/K

o((i+1)/K,j/K),
o (i/K,(j+1)/K),
o((i-1)/K,j/K),
o (i/K,(j —1)/K).

These two Markov processes have absorbing states at 0 and (0, 0), respectively.
Observe also that, when «a = 0, the Markov process of point (a) is a continuous-time
binary branching process divided by K.

Fix x and y in X. The proof of the following two results can be found in
Chap. 11 of Ethier and Kurtz (1986).

t
t
t
t

~— — —

Proposition 2

(a) Assume p = 0 and vl$ = NX(0)§,. Then, for any t > 0, vE = NE(t)d,,
where NX has the law P (b(x),d(z),a(z,x), NX(0)). Assume NX(0) —
n(0) in probability when K — +oo. Then, the sequence (NX) converges in
probability on [0,T) for the uniform norm to the deterministic function n,
with initial condition n,(0) solution to

Ny = (b(x) — d(x) — ax, 2)ng )ng. (12)

(b) Assume = 0 and v = NX(0)6, + N[<(0)8,. Then, for any t > 0, v} =
NE(t)8, + NJE ()6, where (N, NJ) has the law

Q" (b(), b(y), d(x),d(y), a(z,z), a(z,y), aly, z), aly, y), Ny (0), N, (0)).

Assume N (0) — n,(0) and NJ(0) — n,(0) in probability when K — +oco.
Then, (NIK,Nf) converges in probability when K — +oo on [0,T] for the
uniform norm to the deterministic function (ng,n,) with initial condition
(ng(0),n,(0)) solution to

{ iy = (b(x) — d(z)
ny = (b(y) — d(y)

Note that, under assumption (A3), the logistic equation (12) has two steady
states, 0, unstable, and 7, defined in (1), stable. The system (13) has at least
three steady states, (0,0), unstable, (72,,0) and (0, 72,).

The assumption (B) of Section 2 is the mathematical formulation of the impos-
sibility of coexistence of two different traits, in the sense that, starting in the neigh-
borhood of the equilibrium (7i,,0) of system (13), either its solution converges to
this equilibrium or to the equilibrium (0, 72,)). More precisely, the following propo-
sition follows fron an elementary analysis of system (13) (cf. e.g. Istas, 2000, pp.
25-27):

(x, 2)ng — alx, y)ny)ng

—a(y, z)ng — oy, y)ny)n,.

(13)

Proposition 3 If z and y satisfy (6), then (i, 0) is a stable steady state of (13).
If x and y satisfy (7), then (13, 0) is an unstable steady state, (0,7y) is stable, and
any solution to (13) with initial state in (R%)? converges to (0,7,) when t — +oo.

Let us now give the main ideas of the proof of Theorem 1. It is based on two
main ingredients: first, when p = 0 and v is monomorphic with trait =, we have
seen in Proposition 2 (a) the convergence of v¥ to n(t)d,, where n(t) is solution

0 (12). Any solution to this equation with positive initial condition converges for
large time to 7. The large deviations estimates for this convergence will allow us



to show that the time during which the stochastic process stays in a neighborhood
of its limit (problem of exit from domain, Freidlin and Wentzell, 1984) is of the
order of exp(KV) with V' > 0. Now, when ug is small, the process v with a
monomorphic initial condition with trait x is close to the same process with u =0,
as long as no mutation occurs. Therefore, the left inequality in (9) will allow us to
prove that, with high probability, the first mutation event (occuring on the time
scale t/Ku) occurs before the total density drifts away from 7.

The second ingredient of our proof is the study of the invasion of a mutant trait
y that has just appeared in a monomorphic population with trait x. This invasion
can be divided in three steps (Fig. 1), in a similar way as is done classically by
population geneticists dealing with selective sweeps (Kaplan et al., 1989; Durrett
and Schweinsberg, 2004):

population size

Figure 1: The three steps of the invasion of a mutant trait y in a monomorphic
population with trait x.

e Firstly, as long as the mutant population size (v/*,1(,y) (initially equal to
1/K) is smaller than a fixed small ¢ > 0 (before ¢; in Fig. 1), the resident
dynamics is very close to what it was before the mutation, so (v, 14ay)
stays close to 7. Then, the death rate of a mutant individual is close to
the constant d(y) + a(y, x)ni,. Since its birth rate is constant, equal to b(y),
we can approximate the mutant dynamics by a binary branching process.
Therefore, the probability that (v[, 1y,3) reaches ¢ is approximately equal
to the probability that this branching process reaches ¢K, which converges
when K — +00 to its probability of non-extinction [f(y,z)]+/b(y).

e Secondly, once (v, 1y,3) has reached ¢, by Proposition 2 (b), for large K,
vX is close to the solution to (13) with initial state (fi,, ) (represented with
dotted lines in Fig. 1) with high probability. By Proposition 3, this solution
will be shown to reach the e-neighborhood of (0,7,) in finite time (¢ in

Fig. 1).

e Finally, once (1<, 11,y) is close to i, and (vf, 1,3) is small, K (1, 1(,}) can
be approximated, in a similar way as in the first step, by a binary branching
process, which is subcritical and hence gets extinct a.s. in finite time (¢3 in
Fig. 1).

We will see in Sections 4.2 and 4.3 that the time needed to complete the first
and third steps is proportional to log K, whereas the time needed for the second
step is bounded. Therefore, since the time between two mutations is of the order of
1/Kug, the right inequality in (9) will allow us to prove that, with high probability,
the three steps above are completed before a new mutation occurs.



Remark 2 As observed by Metz et al. (1996), the biologial heuristics leading to the
TSS model extend to the case of polymorphic initial condition, where the population
is composed of a finite number of distinct traits (see also Champagnat, 2004). Our
mathematical method can also be extended easily to n-morphic initial conditions,
except for one difficulty: one has to replace assumption (B) by another assumption
stating that, for any n, any solution to the n-morphic logistic systems generaliz-
ing (13) converges to an equilibrium (as in Proposition 3), and that the equilibria
of these systems are mon-degenerate, in the sense that the branching processes in
the first and third steps above are not critical, or, equivalently, that a first-order
linear analysis of these equilibria allows to determine their stability. Then, one
could construct a polymorphic TSS model in which the number of coexisting traits
is not fized. However, the asymptotic analysis of n-dimensional logistic systems is
non-trivial and may exhibit cycles or chaos, except when n =1 or 2, and analytical
assumptions ensuring the condition above are difficult to find.

Section 4 will provide the large deviations and branching process results needed
to make formal the previous heuristics. We will also prove several comparison
results between (v, 1) and the birth and death processes of Definition 1. In
Section 5, the proof of Theorem 1 is achieved by computing, for any ¢, the limit law
of thf Ku, according to the random number of mutations having occured between

0 and t/Kugk.

Notations

e [a] denotes the first integer greater or equal to a, and |a]| denotes the integer
part of a.

e For any K > 1 and v € M¥ we will denote by PX the law of the process v
generated by (5) with initial state v, and by EX the expectation with respect
to PX.

e The convergence in probability of finite dimensional random variables will be
denoted by z.
e We will denote by £(Z) the law of the stochastic process (Z,t > 0).

e We will denote by =< the following stochastic domination relation: if Q; and
Q2 are the laws of R-valued processes, we will write Q1 < Qs if we can
construct on the same probability space (€2, F,P) two processes X' and X2
such that £(X?) =Q; (i=1,2) and Vt > 0, Yw € Q, X} (w) < X?(w).

e Finally, if X' and X? are two random processes and T is a random time
constructed on the same probability space as X!, we will write X} < X7?
for t < T (resp. X2 < X} for t < T) if we can construct a process X2 on
the same probability space as X!, such that £(X2) = £(X?2) and Vt < T,
Vw e Q, X} w) < X2(w) (resp. X2(w) < X} (w)).

4 Birth and death processes

We will collect in this section various results on the birth and death processes that
appeared in Definition 1.

4.1 Comparison results

The following theorem gives various stochastic domination results.

10



Theorem 2
(a) Assume (A). For any K > 1 and any L' initial condition v{< of the process v,

L((v% 1)) < PE(20,0,q, <I/()K, 1)).

(b) With the same assumptions as in (a), let AX denote the number of mutations
occuring in v¥ between times 0 and t, and let a,a;,as > 0. Then, for
t <inf{s>0:(vX 1) > a},
AL 2B

where BE is a Poisson process with parameter Ku wab.

If moreover vl* = (vl£,1)6,, define 1, = inf{t > 0 : AKX = 1} (the first
mutation time). Then, fort < 7 Ainf{s > 0: (vX 1) & [a1, as]},

BF < Af < CF, (14)

where BE and C¥ are Poisson processes with respective parameter Kuya ju(z)b(x)
and Kugasp(x)b(x).

(¢) Fix K > 1 and take b,d, o, z as in Definition 1 (a). Then, for any e1,e2,63 > 0
and any N/K-valued random variable 4,

PE(b,d+es,a0+e3,2) <PE(b+e1,d,a, 2 +¢4).
(d) Let (Z',Z?%) be a stochastic process with law

K
Q" (b1, b2, d1,da, 11, 12, 21, 22, 21, 22)

where the parameters are as in Definition 1 (b). Fix a > 0 and define T' =
inf{t > 0,22 > a}. Then, fort <T,
M} =7z} = M7,
where [:(Ml) = PK(bl, dl + aay2, 011, 21)
and ,C(MZ) = PK(bl, dl, 11, 21).

(e) Take (Z',22) as above, fix 0 < a1 < a and a > 0, and define T = inf{t
0,7 & [a1,as) or Z? > a}. Then, fort <T,

IV

M} =77 < MZ,
where ﬁ(Ml) = PK(bQ,dQ + ag o +aa22,0,22)
and [,(MQ) = PK(bg, ds + ayaoq, 0, 2:2).

Remark 3 Point (a) explains why it is necessary to combine simultaneously the
limits K — +o00 and uxg — 0 in order to obtain the TSS process in Theorem 1.
The limit K — 400 taken alone leads to a deterministic dynamics (Fournier and
Méléard, 2003), so making the rare mutations limit afterwards cannot lead to a
stochastic process. Conversely, taking the limit of rare mutations without making
the population larger would lead to an immediate extinction of the population in
the mutations time scale, because the stochastic domination of Theorem 2 (a) is
independent of ur and u(-), and because a process Z with law P (20,0, a, yr / K)
gets a.s. extinct in finite.

Before proving Theorem 2, let us deduce from Point (a) the Lemma 1 stated in
Section 2.

11



Proof of Lemma 1 By Theorem 2 (a), it suffices to prove that

sup supE((ZK)P) < +oo,
K>1 >0
where £(Z%) = P (2b,0, o, 2{*) when supg~; E((2{)?) < +oc.
Let us define vf = P(ZK = k/K). Then

d o R\ duk
S w((z) )_;<K> vt

1 _ k+1)>2 ok
== > kP {2&»(/@ —DoF Tt + g%vf“ —k (Qb +aK> vf]
k>1

O (R

Now, for k/K > 4b/a, the quantity inside the square brackets in the last expression
can be upper bounded by —2b[3 — 2(1 — 1/k)? — (1 + 1/k)P], which is equivalent to
—2bp/k when k — +o0. Therefore, there exists a constant kg that can be assumed
bigger than 4b/a such that, for any k > ko, —2b[3—2(1—1/k)P—(1+1/k)P] < —bp/k.
Then, using the fact that (1 +z)? —1 < 2(2P — 1) for any = € [0, 1], we can write

d p Kko—1 E\P . _ kNP X

@E((Zt )P) < 2b(27 - 1) (K) i Z bp (K) Ut
k=1 k>Kko

< 2b(2° — 1)kf + bpkl) — bpE((ZE)P).

)

Writing C' = (2(2P — 1) + p)kl) /p, this differential inequality solves as
E((Z/)") < O+ [B((z)") — Cle™"",

which gives the required uniform bound. O

Proof of Theorem 2 The proof is essentially intuitive if one computes upper
and lower bounds of the birth and death rates for each processes considered in
the statement of the theorem. We will simply give the explicit construction of
the process v, and the proof of (14) as an example. We leave the remaining
comparison results to the reader.

We will use the construction of the process v given by Fournier and Méléard
(2003): let (2, F,P) be a sufficiently large probability space, and consider on this
space the following five independent random objects:

(i) a M¥_valued random variable v/ (the initial distribution),

(ii) a Poisson point measure Ni(ds, di, dv) on [0, 00[xN x [0, 1] with intensity mea-
sure ¢y (ds,di,dv) = bds) -, 0x(di)dv (the birth without mutation Poisson
point measure), B

(iii) a Poisson point measure Ny (ds, di, dh,dv) on [0,00[xN x R' x [0,1] with in-
tensity measure ga(ds, di, dh, dv) = bds ), -, 0x(di)m(h)dhdv (the birth with
mutation Poisson point measure), B

(iv) a Poisson point measure N3(ds, di,dv) on [0, 0o[xN x [0, 1] with intensity mea-
sure q3(ds,di,dv) = dds)_,~, 0x(di)dv (the natural death Poisson point
measure), B

12



(v) a Poisson point measure Ny(ds, di, dj, dv) on [0, co[xNx N x [0, 1] with intensity
measure g4(ds,di, dj,dv) = (a/K)ds) ;< 0r(di) >, <1 6m(dj)dv (the com-
petition death Poisson point measure). -

We will also need the following function, solving the purely notational problem
of associating a number to each individual in the population: for any K > 1, let
H = (H',...,H*, ...) be the map from M¥ into (R")YN defined by

1 n
H (Kzl(szl> = (1’5(1)7...,xo-(n),07...,07...)7

where z,(1) X ... X x,(,) for the lexicographic order < on R!. For convenience, we
have omitted in our notation the dependence of H and H* on K.

Then a process v with generator LX and initial state v can be constructed
as follows: for any ¢ > 0,

(SHz )
V = Vo 1{2<K 5% K

{ <= g p(HE (K )b(HE (v ))}Nl(ds di, dv)

b

1 6H1(UK )+h
Rl {i<K(vK 1)}

{ <“K“<H1(VK No(HEWE ) mHI(WE ),n) }N2(d57di’ dh, dv)

b m(h)

5H1<VK> .
1{7,<K K 1 { <d(Hi(uK ))}NS(dS,d'L?d’U)
6Hz(”K)
1{1<K<VK nyly<r s 1)y

{ etk ) HI (WK ))}N4(ds di dj,dv) (15)

Although this formula is quite complicated, the principle is simple: for each type
of event, the corresponding Poisson point process jumps faster than v has to.
We decide whether a jump of the process v occurs by comparing v to a quantity
related to the rates of the various events. The indicator functions involving i and
7 ensures that the ith and jth individuals are alive in the population (because
K (v, 1) is the number of individuals in the population at time t).

Under (A1), (A2) and the assumption that E((v,1)) < oo, Fournier and
Méléard (2003) prove the existence and uniqueness of the solution to (15), and
that this solution is a Markov process with infinitesimal generator (5).

Now, let us come to the proof of (14). The process AX can be written as

e [ v

{ <uKMH7(,,K ))b(Hl(,,K ) m(Ht(yK ),h) }Ng(ds, di,dh,dv).

b m(h)

In the case where v = (U, 1)6,, as long as t < 71, v = (X, 1)6,. Therefore,
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for t <7 Ainf{s > 0: (VX 1) ¢ [a1, as]},

/ //Rl/ liickanl {U<uKy,(z)b(x) ,,:,(LJ(L’LM}NQ (ds,di,dh,dv) < AK
< 1 3 1 u x z) m(x N d ,d‘,dh,d . ].6
—/0 /N/Rl/o tisKa) b, g mcnGne mem ) 2(ds, di v). (16)

Since the intensity measure of N is

q2(ds, di, dh, dv) = bds Y 5 (di)m(h)dhdv,
k>1

the left-hand side and the right-hand side of (16) are Poisson processes with pa-
rameters Kugaypu(x)b(x) and Kugasu(x)b(x), respectively. O

4.2 Problem of exit from a domain

Let us give some results on P¥ (b, d, o, 2) when o > 0. Points (a) and (b) of the
following theorem strengthen Proposition 2, and point (c¢) studies the problem of
exit from a domain.

Theorem 3
(a) Let a,T > 0 and b,d > 0, let C be a compact subset of R% , and write PX =
PK(b7 d,a, z) for z € N/K. Let ¢, denote the solution to

o= (b—d-ap)o (17)
with initial condition ¢,(0) = z. Then

;= inf f dR:= t .
ro=inf inf |¢:(t)]>0and R jggoittlng¢z()l<+oo

Moreover, for any § <,
lim sup Pf( sup |wy — ¢, (¢)] > 5) =0, (18)
K—+oo zeC 0<t<T

where wy is the canonical process on D(R4,R).

(b) Let T,c;; > 0 and b;,d; > 0 (i,5 € {1,2}), let C' be a compact subset of (R?.)?,
and write QF = QK(bl,52,dlad2,041170l127012170422,21,22) for zy and z; in
N/K. Let ¢z, ., = (¢}, .,,¢2, .,) denote the solution to

{ fi:)l = (bl —dy — 0411<251 - Ol12¢2)¢1
$? = (by — dy — 919" — 929?)¢?

with initial conditions ¢}, _, (0) =z and ¢?, _ (0) = 2. Then

ri= ot It 16z @) > 0 and sup sup iz, .z ()] < oo (19)

Moreover, for any § < r,

I by — > §) =
lm_sup Qz, 2 Sup e = @1z (D 2 9) =0,

where w; = (W}, w?) is the canonical process on D(R,,R?).
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(¢) Let b,ae> 0 and 0 < d < b. Observe that (b— d)/« is the unique stable steady
state of (17). Fix 0 < m; < (b—d)/a and 1y > 0, and define on D(R4,R)

b—d b—d
TK—iIIf{t20:wt¢[7713 +772]}~
@ a

Then, there exists V' > 0 such that, for any compact subset C of |(b—d)/a —
1, (b - d)/a + 772[a

lim  sup PE(TK < &V) =0. (20)
K—+oo zeC

Proof of (a) and (b) Observe that any solution to (17) with positive initial
condition is bounded (¢ < 0 as soon as ¢ > (b — d)/«). This implies that R < co.
Moreover, a solution to (17) can be written as

6(t) = 6(0) exp ( [o-a- a¢<s>>ds) > 6(0) exp((b — d — aR)D),

which implies that r > 0.

Equation (18) is a consequence of large deviations estimates for the sequence of
laws (Pf)KZl. As can be seen in Theorem 10.2.6 in Chap. 10 of Dupuis and Ellis
(1997), a large deviations principle on [0, 7] with a good rate function I7 holds for
7/ K-valued Markov jump processes with transition rates

Kp(i/K) fromi/K to (i+1)/K,
Kq(i/K) fromi/K to (i —1)/K,

where p and ¢ are functions defined on R and with positive values, bounded, Lips-
chitz and uniformly bounded away from 0. The rate function I writes

Ir(¢) = /0 L(¢(t), ¢(t))dt if ¢ is absol. cont. on [0, T] (21)

+00 otherwise

for some function L : R? — R, such that L(y,z) = 0 if and only if z = p(y) — q(y).
Therefore, IT(¢) = 0 if and only if ¢ is absolutely continuous and

¢ = () — q(8). (22)

Moreover, this large deviation is uniform with respect to the initial condition.
This means that, if REX denotes the law of this process with initial condition z, for
any compact set C' C R, for any closed set F and any open set G of D([0,T],R),

... 1 . K .
_ >
liminf - log inf R.*(G) 2 D G;gpf(o)zzmw (23)
1
and limsup — logsup RE(F) < — inf I . 24
K—>+£ gzeg - (F) < YeF, $(0)eC r(¥) 24)

Our birth and death process does not satisfy these asumptions. However, if we
define

p(z) =bx(z) and q(2) = dx(2) + ax(2),
where x(z)=zifze[r—0,R+0); r—difz<r—0; R+Jifz> R+,
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then RE = PX on the time interval [0, 7], where 7 = inf{t > 0,w; & [r — 6, R+ 4]},
and p and ¢ satisfy the assumptions above. Therefore, by (24),

1
lim sup — log sup Pf( sup |w; — ¢.(t)] > 5> < — inf Ip(v), where
K—+o00 2€C 0<t<T peEF?

F° = {4 € D([0,T],R) : 9p(0) € C and 3t € [0, T}, [1(t) — dy(0)(t)] >}

By the continuity of the flow of (22) (which is a classical consequence of the fact
that z + p(2) — q(2) is Lipschitz and of Gronwall’s Lemma), the set F° is closed.
Since I is a good rate function, the infimum of I over this set is attained at some
function belonging to F?, which cannot be a solution to (22), and thus is non-zero.
This ends the proof of (18).

The proof of (b) can be made in a very similar way. a

Proof of (¢) Define the function y on R by x(z) =z if z € [(b—d)/a — 1, (b —
d)/a+n], x(z)=(b—d)/a—mn for z < (b—d)/a—mn and x(z) = (b—d)/a+n2
for z > (b—d)/a — m2. As in the proof of (a), we can construct from the functions
p(2) = bx(z) and q(2) = dx(z) +ax(z)? a family of laws (RX) such that RX = PX
on the time interval [0,7%], and such that (23) and (24) hold for the good rate
function Iy defined in (21).

Observe that any solution to (22) are monotonous and converge to (b — d)/«
when ¢t — +o00. Therefore, the following estimates for the time of exit from an
attracting domain are classical (Freidlin and Wentzell, 1984, Chap. 5, Section 4):
there exists V' > 0 such that, for any 6§ > 0,

lim inf RE (eK(V_é) <TX < eK(V+5)) -1
K—+o00zeC ~ ’

which implies (20) if we can prove that V > 0.
The constant V' is obtained as follows (see Freidlin and Wentzell, 1984, pp.
108-109): for any y, z € R, define

Vy,z) = inf
:2) t>0, w(O%I:lzh p(t)=z

- b—d b—d b—d b—d
P (Y (),
(0% « (0%

(07

Li(p).

Then

Now, Theorem 5.4.3. of Freidlin and Wentzell (1984) states that, for any y, z €
R, the infimum defining V' (y, z) is attained at some function ¢ linking y to z, in
the sense that, either there exists an absolutely continuous function ¢ defined on
[0,T] for some T" > 0 such that ¢(0) = y, ¢(T) = z and V(y,z) = Ir(p) =
/i r L(¢(t), d(t))dt, or there exists an absolutely continuous function ¢ defined on

0
] — 00, T for some T > —oo such that lim;—, o ¢(t) =y, ¢(T) = z and V(y,z) =

J2 L(e(t), (1))t

Since any solution to (22) is decreasing as long as it stays in [(b — d)/a, +0o0],
a function ¢ defined on [0,T] or | — oo, T] linking (b — d)/a to (b — d)/a + 1o
cannot be a solution to (22), and thus V((b —d)/a, (b — d)/a 4+ n2) > 0. Similarly,
V((b—d)/a,(b—d)/a —mn) > 0, and so V > 0, which concludes the proof of
Theorem 3. d

4.3 Some results on branching processes

When o = 0, PX(b,d, 0, 2) is the law of a binary branching process divided by K.
Let us give some results on these processes.
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Theorem 4 Let b,d > 0. As in Theorem 3, define, for any K > 1 and any
2z € N/K, PX = PX(b,d,0,2). Define also, for any p € R, on D(R,,R), the
stopping time

T, =inf{t > 0 : w; = p}.

Finally, let (tx)k>1 be a sequence of positive numbers such that log K < tx.

(a) If b < d (sub-critical case), for any e >0,

K1—1>r—I&-100 P{(/K(TO <tg A T[EK]/K) =1, (25)
and KEIEOOP{ZKJ/K(TO <tg)=1 (26)

Moreover, for any K > 1, k> 1 andn > 1,

1
me{/K(Tkn/K <Tp) < T (27)
(b) If b > d (super-critical case), for any e > 0,

d

i K < _ ¢
M Prge(To <tk Apery/x) = (28)

d
1. PK T < = 1 —_ = 2

and o 1k Trer1/x < tk) ; (29)

Proof Let us denote by Q,, the law of the binary branching process with initial
state n € N, with individual birth rate b and individual death rate d. Then (25),
(26), (27), (28) and (29) rewrite respectively

KLHEOO Qi(To <tgx ANTrex) = 1, (30)
e Qer) (To < tx) =1, (31)
Qn(Thn < To) < %7 (32)

Kliriloo Qi (To < tx NTiek)) = % (33)
and  Jim Qi(Trex) < ) =1 5. (34)

The limit (31) follows easily from the distribution of the extinction time for
binary branching processes when b # d (cf. Athreya and Ney, 1972, p. 109): for

any t > 0 and n € N,
d(1— e (0=Dt) "
Qn.(To <t) = (b—de—(b—d)t - (35)

Since tx — +o0o, Qi1(To < tx A Trek1) — Qi(To < o0), which gives (30)
and (33) (the probability of extinction of a binary branching process can be recov-
ered easily from (35) ).

The inequality (32) follows from the fact that, if (Z;,¢ > 0) is a process with
law Q.,, (Zyexp(—(b — d)t),t > 0) is a martingale (cf. Athreya and Ney, 1972, p.
111). Then, Doob’s stopping theorem applied to the stopping time Ty A T, yields,

En(kne(dfb)T’“" 1{T;m<To}) =n,
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where E,, is the expectation with respect to Q,,. Therefore, when b < d, knQ,,(Tx, <
To) < n, and the proof of (32) is completed.

The limit (34) follows from the fact that, if (Z;, ¢ > 0) is a branching process
with law Qq, the martingale (Z; exp(—(b—d)t),t > 0) converges a.s. when t — 400
to a random variable W, where W = 0 on the event {Ty < oo} and W > 0 on
the event {Ty = oo} (cf. Athreya and Ney, 1972, p. 112). Hence, on the event
{To = oo}, when b > d,

(log Zy)/t = b—d > 0.

Therefore, since log K < tg, for any ¢ > 0, Q(Tp = oo, T.x7 > tx) — 0 when
K — +00. Then, (34) follows from the fact that Q;(To = c0) =1 — d/b. O

5 Proof of Theorem 1

Let us assume, without loss of generality, that v¥ is constructed by (15) on a
sufficiently large probability space (Q, F,P).

We introduce the following sequences of stopping times: for all n > 1, let 7,, be
the first mutation time after time 7,,_1, with 79 = 0 (i.e. 7,, is the n' mutation
time), and for any n > 0, let 6,, be the first time after 7,, when the population
gets monomorphic. Observe that 6y = 0 if the initial population is monomorphic.
For any n > 1, define the random variable U,, as the new trait value appearing at
the mutation time 7,, and, when 6,, < oo, define V,, by Supp(ueKn) = {V,}. When
0,, = +o0, define V,, = +o00.

Our proof of Theorem 1 is based on the following two lemmas. The first lemma
proves that there is no accumulation of mutations on the time scale of Theorem 1,
and studies the asymptotic behavior of 7y starting from a monomorphic population,
when K — +oo.

Lemma 2
(a) Assume that the initial condition of v satisfies sup x E((v,1)) < +00. Then,
for any n > 0, there exists € > 0 such that, for any t > 0,

t t+¢
li P& (In>0: <7, < <. 36
;fji‘g’ v?(”— Kug — _KuK) g (36)

Let x € X and let (2 )k>1 be a sequence of integers such that zx /K — z > 0.

(b) For any € > 0,

lim P 71 > log K, sup vE 1) — g, >e ] =0. 37)
K—+o00 el ( te(log K,71] |< ! > | (

Since log K < 1/Kug, by (a) with t =0,

lim P%, . (11 <logK)=0.

ZK §
K—+4o00 K %z

. P _ P _
In particular, under P%SI, ullo(gK = g0, and vE_ = 06,

If, moreover, z = n,;, then, for any ¢ > 0,

lim P sup |(WE 1) —q,| >¢e ] =0. 38
Jim PE (temm]wt ) =t (39)
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(¢) For any t > 0,

t
. K _toY L _
KLHEOOP%( 8z (Tl ” KuK> exp(=B(@)t),

where (3(-) has been defined in (2).

The second lemma studies the asymptotic behavior of 8y and V} starting from a
dimorphic population, when K — +o0.

Lemma 3 Fiz z,y € X satisfying (6) or (7), and let (zx)x>1 be a sequence of
integers such that zg /K — Ti,. Then,

: K _ _ [f(yv x)]+
KI_I}/_I;_IOOPZTK‘SmJF%‘Sy (‘/E) — y) - b(y) ’ (39)
im PX R FiCTL.2) Y
V>0, lim PE . (6>-T Am)=0 (41)
’ K—+oo 7K51+?6y K’U,K
and Ve >0, Klirilm P%&#%&y (|<I/ér§, 1) — Ayl < 6) =1, (42)
where f(y,x) has been defined in (3).
Observe that (41) implies in particular that
lim P%, (0 < m)=1.

K—+oco K 6”34"%5?4
The proofs of these lemmas are postponed at the end of this section.

Proof of Theorem 1 Observe that the generator A, defined in (8), of the TSS
process (Xy,t > 0) of Theorem 1 can be written as

Agl@) = [ (oo +1) = pla)) 8ol ab), (13)

where the probability measure k(z, dh) is defined by

Kz, dh) = (1 - /R Mm(m,v)dv) So(dh)

b(x + v)
[f(x +h, x)]+

bzt h) m(x,h)dh. (44)

This means that the TSS model X with initial state & can be constructed as
follows: let (Z(k),k =0,1,2,...) be a Markov chain in X with initial state z and
with transition kernel k(z,dh), and let (N(¢),t > 0) be an independent standard
Poisson process. Then, the process (X, t > 0) defined by

oo ([ )

is a Markov process with infinitesimal generator (43) (cf. Ethier and Kurtz, 1986,
Chap. 6). Let P, denote its law, let (7},),>1 denote the sequence of jump times of

the Poisson process N and define (Sy,)n>1 by T), = fos" B(Xs)ds. By (Al) and (A3),
B(-) > 0, and so S, is finite for any n > 1. Observe that any jump of the process
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X occurs at some time S,,, but that all S, may not be effective jump times for X,
because of the Dirac mass at 0 appearing in (44).

Fix t > 0, x € X and a measurable subset I' of X. Under P,, S; and Xg,
are independent, S is an exponential random variable with parameter 3(z), and
Xg, — « has law k(z,-). Therefore, for any n > 1, the strong Markov property
applied to X at time S; yields

Pm(Sn <t< S7z+1; Xt S F)
t
= / B(z)e P@)s / Poin(Sn 1 <t—5<8Sn, X, s €D)r(x,dh)ds. (45)
0 R!
Moreover,

P,(0<t<S), X €T)=1erye PO (46)

The idea of our proof of Theorem 1 is to show that the same relations hold
when we replace S,, by 7, and X; by the support of 1/5 Kux (when it is a singleton)
and when K — +o0.

More precisely, fix x € X', t > 0 and a measurable subset I' of X', and observe
that

{3y € T Swpp(f ) = (Wb 1 g 1) =yl <2} = J AF (1, T,e), (47)

n>0

where

t _
Af(t,r,s) = {on § m < Tn+1, Vn € F’ |<I/1:I§KU.K’1> 771Vn| < E} :

Let us define, for any z € N and n > 0,

t
pE(t,,T,e,2) = Pgam <9n < —— <Tpy1, Vn €T,

KUK
sup |<VSK, 1) —qay, | < 5)
SE€[0n ,Trn41]
and
t
gl (t,z,T,e,2) :=PE <7, Voel, sup |[(Wf,1)—ny|<e
5% \ Kug s€[log K, 7]

t
=1 Pl [ —<n sup  [(E 1) —ng <e.
{:C } K 9z KUK ’ Se[log K77—1] s T
Let us also extend these definitions to € = co by suppressing the condition involving
the supremum of |(v¥,1) — fy,
Then

Lemma 4

(a) Forany z € X, n > 1,t > 0, € €]0,00] and for any sequence of integers (zx)
such that zx /K — z > 0, po(t,z,T) := limg_ 1o pE (¢, 2,1, ¢, 2x) exists,
and is independent of (2 ), z and €.
Similarly, po(t, z,T) == limg . 1o ¢ (t, 2,1, ¢, 2) exists, and is independent
of (zk), z and ¢, and, if z = ., limg 1o P& (t,7,T, ¢, 2 ) exists and is also
equal to po(t,z,T).
Finally, if we assume that (zx) is a sequence of N-valued random variables
such that zx /K converge in probability to a deterministic z > 0, then the
limits above hold in probability (with the same restriction that z has to be
equal to i, for pk).
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(b) The functions p,(t,x,I") are continuous with respect to t and measurable with
respect to x, and satisfy

po(t,x,T) =1y, Ep}efﬁ(m)t and Vn >0,
Dot (t,z,T) / O(x ””)S/ pn(t — s,z + h,T)k(z, dh)ds. (48)
1

Let us postpone the proof of this lemma after the proof of Theorem 1.
Observe that, because of (45) and (46), Lemma 4 (b) implies that P, (S, <t <
S’n+17 Xt € ]:) :pn(taxvr)
Now let PK denote the law of the process v with random initial state v. Since
K is Markov, P Kby = E[P () K6 ]. By (47),

Pls, (ﬂy €T : Supp () = {v}

[ s 1) = 7l < ) = > Bl (45 (T2,

where (yx) is the sequence of N-valued random variables of Theorem 1.
For any K > 1 and n > 1,

2% (t Z, F & ’YK) <P'*K5 (Aiz{(t?]'—‘7€)) Spf(t,x,nooxy;(),
and ¢ K(t,z,T,e,vk) < P"fK(g (Aff(t,f‘,s)) Spf(t,x,F,oo,'yK),

P
so, by Lemma 4 (a), for any n > 0, P(IgK/K)(sw(Aff(t,F,e)) = pu(t,z,T), and
therefore,

KE)IE P(ny/K)(S (Af(t,r,[—:)) :pn(t,l‘,r). (49)

Now, by (47), for any K > 1,

> [Pl (AR (1T e) + Pl (AT e))] <1, (50)
n=0

where I'® denotes the complement of I'. Moreover, Zj;% [pn(t, 2, T)+pp(t, z,T)] =
1. Therefore, for any n > 0, there exists ng such that

Zﬂ[pn(t,x,l") +pn(t, 2, T >1—n

n=0
Then, one can easily deduce from (49) and (50) that

1}1{1211(1)1;) Z [ng K(t,T,e)) + 13%

(AX (t.1%,0)] <,

O
n>ngo

from which follows, by (47), that

lim P’YK(; <3y el: Supp(VtI;KuK) = {y}, y €T, |<V§KuK71> - ﬁv| < 5)

K—+o00
= an(t,x,l“) = Pac(Xt € F),
n>0

which is (10) in the case of a single time t.
In order to complete the proof of Theorem 1, we have to generalize this limit
to any sequence of times 0 < t; < ... <t,.
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We will specify the method only in the case of two times 0 < t; < t5. It
can be easily generalized to a sequence of n times. We introduce for any integers
0 < n; < ng the probabilities

p'rll(l,ng (t],tz,l’, F17 Fg,E, Z)

t

K 1 K -

=P2; | On, < % < Tni41, Vo, €1,  sup |(vs, 1) —nv, | <e,
UK 36[9711;7—711«#1}

to _
O, < Kus < Tpyt1s Vn, € I'g and sup |<1/§{, 1) — nvn2| <el,
UK 56[9712;7—n2+1]

and

q(gfnz(tlat%xvrlvr%gaz)

31
=1 PE <T su vE 1) —n,| <,
{zel1}t £46, <KUK 1y se[log?(,n] |< . 1) OE‘

t2 K _
O, < Kuw < Tny+1, Vn, € I'2 and sup (v, 1) — nvn2| <el.
K 56[9712;7—n2+1]

Then, we can use a calculation very similar to the proof of Lemma 4 to prove
that, as K — 400, anhnz (t1,t2, 2,11, 2, €, 2K ) converges to a limit py,, , (t1,%2,z,T1,T2)
independent of £ €]0,00], zx and the limit z > 0 of zx /K (with the restriction
that z has to be equal to n, if n; = 0), and that limq({fn2 (t1,t2,z,I'1,T9,e,2) =
Po,ny (tl, tQ, Z, Fl, Fg), where

Do,y (t1,t2,2,1'1,T2) = 1{xer1}675(‘%)“1%2 (ta —t1,2,T2);

Pri41,na+1(t1, 2, 2,11, T2)
/ ﬁ B(I S/ Pny,nsy (tl —S,ta — s, + h’FhFQ)H('x’dh)dS'

As above, we obtain equation (10) for n = 2 by observing that the same relation
holds for the TSS process X.
This completes the proof of Theorem 1. O

Proof of Lemma 4 First, let us prove that the convergence of pX (¢, z,T, ¢, k)
when zx € N in Lemma 4 (a) implies the convergence in probability of these
quantities when zj are random variables: if (zx) is a sequence of random variables

such that zx /K G z, by Skorohod’s Theorem, we can construct on an auxiliary
probability space € a sequence of random variables (2x) such that £(2x) = £(zx)
and 2x(0)/K — z for any @ € Q. Then, limp& (¢, 2,T, ¢, 2k (&) = pn(t,2,T) for
any @ € (0, which implies that pE(t,z,T, ¢, 2x) z pn(t,x,T). The same method
applies to ¢f< (t,z,T, ¢, z,).

We will prove Lemma 4 (a) and (b) by induction over n > 0.

First, when ¢ > 0, it follows from the fact that ¢/Kugx > log K for sufficiently
large K, and from Lemma 2 (b) and (c), that

li T, =1 —A@)t
K_lﬂloo % (t z,T,e,2K) = L{gerye

and that, if z = n,,

KLHEOOPO (t, 2,1 e,2K) = L{zerye” B,
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Then, fix n > 0 and assume that Lemma 4 (a) holds for n. We intend to prove
the convergence of pX (t,z,T, ¢, 2k) to pot1(t, 2, T') satisfying (48) by applying
the strong Markov property at time 71, in a similar way as when we obtained (45).
However, the convergence of pX(t,x,T,¢,2x) to p,(t,z,T') only holds for non-
random t. Therefore, we will divide the time interval [0,¢] in a finite number of
small intervals and use the Markov property at time 71 when 7 is in each of these
intervals. Moreover, we will also use the Markov property at time 6; and we will
use the fact that U; is independent of 7 and fo _ and that U; — = is a random
variable with law m(z, h)dh.

Following this program, we can bound pX 11(t,x, T, 2 ) from above as follows:
fix n > 0; using Lemma 2 (a) in the first inequality, for sufficiently large k¥ > 0 and
K>1,

t t42/2k
an+1 (taxaF7572K) S P%(ST <9n+1 S K'LLK, Tn+2 > Kui( 3 Vn+1 S F) +77
[t2k1-1 . .
) 1+ 1 t
< P% < < Oy < ,
- ; TK‘SI <2kKuK =T QkI(’U,K7 1 = KUK
t+2/2F
Tn+2 > Kiui( and Vn+1 € F) +7]
[t2k]—1 ok
t—1i/2
; L {2k1;uK STlgzk%}iiK} vr-t RO Kug
t—(i—1)/2F
Tn+1 > (IZ(TK)/ and V,, € Fﬂ +n
[t2k1—1
< E% [1 , _ / EX (1
; ZK 5, {Zk};uK gﬁg%z;i}{} Rl vE _+%&0ein {90272,”{1“}( An}
X t—i/2k
+1 Pl (0n < —— <Tny1, Va €| |m(x,h)dh| + .
{00<ﬁ/\71} ) KUK
K

< Y BN |1 o[BS e
— K Oa { L <<t } Rl Vo -t Oatn {aozzkxlu}(/\n}

ZkKuK_ —2FKupg

}pff(t - i/2k, Vo, T, 00, K(z/gg, 1)))771(ac7 h)dh} + 7. (51)

-1 Am
K

= (yf_f_, 1)6,, under PfK kg, OO the event {0y < 71},
T — z

<3 K
Now, since vy _

pTIL((t - i/2k7 ‘/Oa r, OOaK<V£§, 1>) = 1{V0=x}p§(t - i/2k,a)7r, 00, K<V01§7 1>)
+ 1 (vomatnPh (t —i/2% 24+ b, T, 00, K(vg,1)). (52)

By Lemma 2 (b), vX _

P o_
o N40, under P27K6m7 so we can use Skorohod’s Theorem

to construct random variables N on an auxiliary probability space Q) with the same
law that <I/§7, 1) and converging to 7, for any © € €.

e A e O K
Fix @ € Q. Under PNK(U:J)(Sg_»Jr%(SI_HL’ define

ZlK = <Vér§7 1>1{V0:w, Op<T1} =+ K 1{V07£x}u{902n}-

It follows from Lemma 3 (41) and (42), and from assumption (B) that, for Lebesgue
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P o_ . . .
almost every h, Z& = fi,, so, by the induction assumption, under PX . ,
Ny (©)0z+ 7 0z4n

pE(t—i/2F 2T, 00, KZE) B p.(t — /2%, 2,T).

Now, given two sequences of uniformly bounded random variables (Xg)x>1
and (Yx)x>1 such that Xx and Yx are defined on the same probability space for
any K > 1, and such that, when K — +o00, Xk converges in probability to a
constant C' and limy E(Yk) exists, it is standard to prove that

Jm B(XxYi)=C lim B(Vi). (53)

Applying this with Xx = p&(t —i/2%,2,T, 00, KZK) and Y = 1ivo=a, o<ri}s
by Lemma 3 (40) and (41) and assumption (B), for Lebesgue almost any h, and
for any w € €,

. .ok
lim ng(@)éer%éHh (Lvoma, 6o<r}Ph (t— /2%, 2,T, 00, K (v, 1))

K—+o00
_ <1 _ [f($+h,$)]+

b(z + h) ) pa(t —i/2%, 2,T).

Finally, we obtain that, for Lebesgue almost any h, under P% 5.0

EfK +%6I+h (1{V0:m, 90<T1}an(t - 7;/2k7 z, Fa 00, K<V;§7 1>))

7 7 (1 s hals

b B )pn(t —i/2% 2, T). (54)

Similarly, we can use Lemma 3 (39) and the random variable

Z3 = (o V) vyain, o<} + Matn L{Vorath}Ulo>m)

to prove that, for Lebesgue almost any h, under P% 5.0

EfK + % Oath (1{V0:m+h, 90<T1}p5(t - i/ka x+h, T, 00, K<VBI§7 1>))

_ » [+ bl

Moreover, by Lemma 3 (41), for Lebesgue almost any h, under P(IgK JK)6

T1—

1 P
K
Pl 416, (90 2 FKug A 7’1) — 0. (56)

Collecting these results together, applying (53) again, it follows from Lem-
ma 2 (c) and (52) that, for Lebesgue almost any h,

lim E% . |1 _ EX 1
K—+o00 el { i Srlgzktgl } V"}'i—+%5z+h {90> 1 /\Tl}

2k Kupe up =2k Kug

+1{ }pf(ti/ka%’F7OO7K<V£§’1>))}

o< ——L1—AT
0<2kKuK 1

_ (B B [[fe+h o))y ok
(e ¢ )[ by Pt =i/ a )

+ <1 — W) Pt — i/2k,x,F)] .
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Finally, taking the integral of both sides with respect to m(z, h)dh, the domi-
nated convergence theorem and (51) yield

lim sup an+]_ (xa t) F7 €, ZK)
K—+o00

[t2k7—1

< (e_ﬁ(x)zikfe_ﬁ(z)i;1>/ ot — /2%, 2+ h, T)(z, dh) +
Rl

i=0

Taking the limit £ — 4o0 first and then  — 0, it follows from the fact that
e P BN/ — B (3(2) /2 1 O(1/27%))

and from the convergence of Riemann sums that

limsup pX,(z,t,T,e, 2i) < / Bz B(I)s/ pn(t — s,z + h,T)k(x, dh)ds.

K—+4o00

Using the same method as for (51), we can give a lower bound for pX as follows:
for any n > 0, for sufficiently large £k > 0 and K > 1,

K K t t—2/2k
P12, T e, 21) > PZTK(;I Ont1 < Kug’ Tnt2 > Kug Vot1 €T
and sup |<VsKv 1> - ﬁVn+l| < 5) -n
8€[0n+1,Tn+2]
iy p — (i +1)/2"
Z % . i VP g, (00 S —
i=0 <0 {2k1(1'uK< 1§2’C uK} T17 ! Kug

— (i +2)/2F

Tn+1 >
nt KUK

, Vo el'and  sup |<V§,1>ﬁvn<s>} -1

S€E[On,Trnt1]

2k |-

. v E 1
S ¥ TN £ S
o (t—(i+ 2)/2’2%,F75,K<v£§,1>>)m(xvh)dh} -

Then, as above, letting K — +o00, then £k — 400 and finally n — 0, we obtain

t
liminf p&, | (z,t, T, ¢, 25) > / ﬁ(x)e_ﬁ(”)s/ pn(t —s,x + h,T)k(x, dh)ds,
K—too 0 R

which completes the proof of Lemma 4 by induction. ([l

Proof of Lemma 2 (a) Fix n > 0. By Theorem 2 (a) and (c), for any K > 1,

1) = 2%,
where L(Z%) =P (2b,0,a, (v, 1) +1).

Since sup E((v, 1)) < +00, we can choose M < +oo such that

sup P((u,1) + 1 > M) < /3.
K>1
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Then, apply Theorem 3 (c) to PX(2b,0,a, (v, 1) +1) with C = [1, M], 9o = M
and n; such that 0 < 2b/a — 1 < 1/2: there exists V' > 0 such that

limsup P(TX < V) < /3, (57)
K—+oco

where TH =inf{t > 0,2 ¢ [1/2, M + 2b/a]}.

Fix t,e > 0. Since, for s < TK, (VK 1) < M +2b/a, if we apply Theorem 2 (b)
to the process (V.gi(t/KuK) - ugKuK, s >0), we obtain, for s < TK —t/Kug,

AL k) — Al iure = BE,

where AX is the number of mutations occuring between 0 and s, and where BE
is a Poisson process with parameter Kugb(M + 2b/a). Therefore, combining (57)
with the fact that 1/Kuyx < eXV we obtain that, for sufficiently large K

=1—exp(—b(M + 2b/a)e) + 2n/3,

which can be made smaller than 7 if ¢ is sufficiently small. This ends the proof
of (36). O

Proof of Lemma 2 (b) Fix ¢ > 0. It follows from the construction (15) of v
that, for ¢t < 71, under Péé ,
K Yz

vl =7Ks,,
where  L(Z%) = PE((1 — ugp(x))b(x),d(z), a(z,2), 25 | K).
Therefore, by Theorem 2 (c¢), for K such that ux < e and for ¢t < 7y,

Z5 =Wl 1) 2 257, (58)
where L(Z51) = PE((1 - &)b(z), d(x), oz, z), 25 | K)
and L(Z%?) =PE(b(2),d(x), a(z,z), 25 | K).

Now, let ¢11/, resp. qbfl, be the solution to

¢ = ((1-e)b() — d(x)
resp. ¢ = (b(x) — d(z)

(z, 7)),
,2)P),

with initial state y, and observe that, for any y > 0, when ¢ — o0, qzﬁll/ (t) = et =
Ny — eb(z)/a(z, x) and ¢2(t) — €? 1= 7.

Define, for any y > 0, t2¥ the first time such that Vs > 29, ¢! (s) € [¢' —¢, e’ +¢]
(i = 1,2). Because of the continuity of the flows of these ODEs,

-«
—alz

ti:= sup tYY < +oo.
y€(z/2,22]

Let us apply Theorem 3 (a) to Z%1 and Z%:2 on [0,t.], where t. = t1 V2 since
zik /K — z, for sufficiently small 6 > 0, and for i = 1,2,

lim P( sup 257 4! t >5>:0.
Pt <0St£t5| t ZK/K()|
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If we choose d < e, we obtain, for i = 1,2,

lim P(|Z5% — ¢l <2e) =1
Jm P27 —e'| <2) =1,

and so, for i = 1,2, ,
i Pz — f,| < Me) =1, (59)

where M =2+ b(z)/a(z, x).

Now, assuming ¢ sufficiently small for (M + 1)e < 7., define the stopping times

TR = inf{t > t.: |Z]" —ng| > (M +1)e}

fori=1,2, and TX = TKI ATK2,

For any z € N/K, define also

PEL .= PE((1 - e)b(2),d(x), a(z,z), 2).

Then, applying Theorem 3 (c) to PX:! with C = [n, — Me, n, + Me], there exists
V1 > 0 such that

lim inf PEYT. > EV1) =1 60
i B P (T > e ) = 1, (60)

where T, = inf{t > 0: |w; — 71z > (M + 1)e}.
Therefore, applying the Markov property at time t., it follows from (59) that

lim P(TSM > fVipi) =1,
K—+oo

Similarly, there exists Vo > 0 such that

. K2 _ KV _
KEIEOOP(TE >et? 4 t) =1,

and thus

KEIEOOP(TEI( > KV =1, (61)

where V :=V; A V5.
Now, because of (58),

V€ [te, TE A7), [(wE,1) — | < (M +1)e. (62)

Therefore, since log K > t. for sufficiently large K, in order to complete the proof
of (37), it suffices to show that

Klil}rle(Tl <TK)y=1. (63)

If we denote by AX the number of mutations occuring between t. and t + .,
by Theorem 2 (b), for  such that t. +t < TX A7y,

BE < AK,

where BX is a Poisson process with parameter Kug (7, — (M + 1)e)u(z)b(x).
Therefore, if we denote by SX the first time when BX = 1, on the event
{te + SK < TX},
T1 S ts + SK

Since exp(—KV) < Kug, limg P(t. + SK < eXV) = 1, and hence, by (61),

lim P K «TKy=1
Hm (te + 5% <T*) =1,
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which implies (63).
In the case where zx /K — 75, using (60) as above, we obtain easily
Jim PSS RV =,
where SK =inf{t > 0: |2/ —n,| > (M + 1)e, i =1,2}.

Then, the proof of (38) can be completed using the same method as the one we
used above. |

Proof of Lemma 2 (c¢) Fixt¢ >0 and € > 0. Take K large enough for log K <
t/Kug. The Markov property at time log K for v¥ yields

t
PE <7’1 > — sup VK,l —n <€>
6, Kug telog K.m] |< t > w‘

t
K K
=B, |:1{Tl>1ogK}PufggK (Tl o log K,

sup <m5,1>—-nx<:a)}. (64)
te[O,Tl]

For any initial condition v = (v{£, 1), of v, by Theorem 2 (b), the num-
ber AX of mutations of X between 0 and t satisfies, for any ¢ < 7 such that
SUDPselo,t] |<V§(7 1> - ﬁﬂv| <g,

Bf < A < CF,
where BE and CF are Poisson processes with respective parameters Ku (i, —
e)p(z)b(x) and Kug (fiy, + €)p(z)b(x).

Therefore, on the event {sup,c(o -, (WK, 1) —n,| <e}, S <7 <TX where
TX is the first time when BF = 1, and S¥ the first time when CK = 1.

P = )

Now, by Lemma 2 (b), uAnder P(IEK/K)&C’ Vll(ng — 7,0z, so, by Skorohod’s
Theorem, we can construct N¥ with the same law as <1/1I§g 1) on an auxiliary
probability space  such that NK(GJ) — fip for any @ € Q. Fix @ € Q. Then, by
Lemma 2 (b),

lim PE (sup |<I/K,1>’/_l|<€>—1,
K—+oco N(‘*’)(;m tE[O,Tl] t x

and so,

t
limsup PX n>———logK, su vE 1) —n <5)
Kﬁ+£ N(w)61< V7 Kug g te[OS—l] (v, 1) ol

t
< lim su PE (TK>—10 K>:ex —t(ng —e)u(x)b(x)).
limsup P ), R o8 p(—t( )(2)b(z))

Therefore, under P{gK/K)M

. t
hmsupPﬁ{K (7’1 > %

K—+o0o log K

~log K, sup |, 1) il <)
UK te[0,m1]

< exp(—t(n, — )u(z)b())
in probability (where limsup X,, < a in probability means that, for any n > 0,
P(X, >a+n) —0).
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Similarly, under Pg x/K)5s

t
L K _t K 1\ _ =
}%minf PVﬁgK (7'1 > Kin log K, tes[ggl] (v, 1) — g | < 5)

> exp(—t (7, + &)p(2)b(a))

in probability.
Now, by Lemma 2 (a) and (b),

lim P& . (11 >logK) =1

ZK §
K—+o00 K %=

and  lim P% < sup |, 1) — 7| < €> =1.
K—+oo TK(SI t€[log K1) t x

So, using property (53), it follows from (64) that

t
li PE )< —t(Ay — b
imsup Pl (7> ) < exp(-t(rn, - Jula)b(a)

o K t _
and }?Bf}i PZTK% (n > Kun > exp(—t(ng + &)p(x)b(x)).

Since this holds for any € > 0, we have completed the proof of Lemma 2 (c). O

Proof of Lemma 3 The proof of this lemma follows the three steps of the
invasion of a mutant described in Section 3 (cf. Fig. 1).

Fixn > 0,0 > 0 and 0 < € < g9. By Lemma 2 (a), there exists a constant
p > 0 that we can assume smaller than n, such that, for sufficiently large K,

K p
Pisstds, (Tl < KuK) =& (65)

Observe that, under P%d L1y s fort <,
K "1 K

8y’
LI, Ly, (0, 100))) = QF (1 = urcpn())b(@), (1 = urci(y))b(y).
d(x), d(y), oz, x), oz, ), aly, x), 2y, y), 25 | K, 1/ K).
Fix K large enough for ug < €. Define
SE =inf{s > 0: (], 1)) > ¢}
By Theorem 2 (c) and (d), for t < 74 A SK,

ZtK71 = <VtKa 1{a:}> = ZtK727 (66)
where L(Z%1) = PE((1 - e)b(x),d(x) + ca(z,y), oz, x), 2k / K)
and L£(Z5?) =PE(b(z),d(x), a(z,z), 25 | K).

Using the method that led us to (61), we can deduce from Theorem 3 (c) that
there exists V' > 0 such that

KliTmP(Rf > V) =1, (67)
where RE =inf{t >0:|2/" —n,| > Me, i =1,2},

with M = 3+ (b(x) + a(x,y))/a(z, z).
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Now, observe that, by (66),
vt < ASEARE, (W, 1) € [y — Me, ny + Me].
Therefore, by Theorem 2 (c) and (e), for ¢t < 73 A SKE A RE
Z5? < (i 10,) 2 2, where (68)

L(Z53) =PE((1 = e)bly), d(y) + (g + Me)a(y, z) + ea(y,y),0,1/K)
and L(Z%%) =PX(b(y),d(y) + (ne — Me)a(y,),0,1/K).

Define, for any K > 1, n € N and i € {3,4}, the stopping time

Tl =inf{t >0: 2" = n/K}.

Observe that, if S’EK <7 A Rf,

K4 K K,3
Ty <5 < Ty k (69)

and that, ifTOK’4<TrI§}?]/K/\Tl/\R§,

Oy < T0K’4.

If Z%* is sub-critical, apply Theorem 4 (25), and if Z%4 is super-critical, apply
Theorem 4 (28) (the critical case can be excluded by slightly changing the value of
g). Since log K < 1/Kug, we obtain

. K,4 14 K4
PRLIN <To = Kux " Trsm/K)
_dy) + (i~ Me)alyx) | o)l alya)

b(y) - by)  by)

Combining (65), (67), (68) and (70), and using the facts that p < 1, € < gp and
exp(KV) > p/Kug for sufficiently large K, we obtain, taking K larger if necessary,

Me. (70)

P(Go < TlAKLuK’ Vo == and [(v5,1) — ng| < ME())

>P(00<ﬁ/\S€K/\R§/\K'Z
K

and Vy = x>

K4 K,4 K 14
>P (To <mn /\T[sK'\/K ANRZ A KuK)
> 1— [f(yax)]-‘r _ (Oé(y,l')

b(y) b(y)

This ends the proof of Lemma 3 in the case where f(y,z) < 0.
Let us assume that f(y,z) > 0, ie. that b(y) — d(y) — Aga(y,z) > 0. If we
choose & > 0 sufficiently small, then Z%3 is super-critical. By Theorem 4 (29),

M + 3) €. (71)

. K,3 14
KT <Trsm/f< < 3KUK>

(1—e)bly) —d(y) — (7y + Me)a(y, z) —ealy,y)

(1—e)b(y)
fly, @) _by) + Ma(y, ) + aly, y)
S () (1 —e)b(y) '
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Therefore, by (67) and (65), assuming (without loss of generality) that ¢ < 1/2, for
sufficiently large K,

K3 K P > [y, ) o
P <Tf6KT/K <TARSA SKuK> (1 —¢e)b(y) Me,

where M’ := 2(b(y) + Ma(y, x) + a(y,y))/b(y) + 3. Then, it follows from (69) that

P f(y,x) ’
P (Sf <7 AREA 3KuK) > 0= 96) — M'e. (72)

Observe that, on the event {SK < 7 A RE A (p/3Kuk)},
<V§{EK, 1{y}> = |—€K—|/K and |<l/5IiK7 1{:1:}> — ’FL1| < Me. (73)

Now, since we have assumed f(y,z) > 0, z and y satisfy (7) and, by Proposi-
tion 3, any solution to (13) with initial state in the compact set [f, —Me, fi, +Me] x
[e/2,2¢] converges to (0,7n,) when t — +00. As in the proof of Lemma 2 (b), be-
cause of the continuity of the flow of system (13), we can find t. < 400 large enough
such that any of these solutions do not leave the set [0,£2/2] x [fi, —&/2, 71y +£/2)]
after time t..

Apply Theorem 3 (b) on [0,t.], with C' = [, — Me,n, + Me] x [g/2,2¢] and
with a constant § < £2/2 A r, where r is defined in (19) (with T = t.). Then, with
the notations of Theorem 3 (b), because of (72) and (73), the Markov property at
time SX yields

P
3KUK’

lim inf P(Sf <T  AREA
K—+oco

. K K _ <
ng:lglgik+t5’|(<ys 71{z}>a <Vs 71{y}>) ¢<V§EK11{1}>*<”§£K’1{y}>(8)H = 5)
fly,x)

= i M's. (74)

Now, observe that, since § < r, on the event

{s5<nnrx
sp (0820 01 00) = Pt it O < 3.
for any ¢ € [SK,SE +t.], (v, 11y) > r—0>0and (v, 1(y) =7 —6 >0, and

thus
0y > S&{( + 1.

Therefore, since § < €2/2 < £/2, by (65) and (74), for sufficiently large K,

PP
3Kug' ' 3Kug

P<S§<Rf/\ +to, 09> SE +t.,

<V£'(EK+tE7 1) < e? and <V5]‘iK+t57 1) € [y —€,7y + 5])
> fly, )
(1 —¢e)b(y)

Now, we will compare (v, 1¢,y) with a branching process after time SE 1+ ¢,
in order to prove that trait x gets extinct with a very high probability. We will use

(M’ +2)e. (75)
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a method very similar to the one we used in the beginning of this proof. First, on
the event inside the probability in (75), <U§K+t5, 1(,)) < €2 In order to prove that

the population with trait @ stays small after SX + ¢, let us define the stopping
time .
SEK = inf{t > SEK +tc: <VtK,1{$}> >e}

(remind that €2 < ¢ since ¢ < 1/2). Using Theorem 2 (c) and (d) again, we see
that, on the event

FEe .— {<VSIiK+t5’1{I}> < 527 <V5I‘iK+t571{y}> € [ﬁy —&,Ny +€]}7
for any ¢ > 0 such that Sf +te+1t< S'EK ATy,

ZtK75 = <Vsl‘iK+t5+tv1{y}> = ZtK76v
where L(Z%°) = PR ((1 - e)b(y), d(y) + ealy, z),a(y,y), [(ny — €)K]/K)

and  L(Z%°%) =P (b(y), d(y), aly,y), [(7y + ) K]/K).

We can apply Theorem 3 (c) to Z%> and Z%:6 as above to obtain a constant
V'’ > 0 such that

lim P(RE > KV =1, (76)
K—+400
where RE =inf{t >0:(2" —7,| > M"e,i = 5,6},

€

with M” =3 + (b(y) + a(y, 2))/a(y, y)- ) A
Observe that, on the event F%¢ for any t < RE such that SX +t.+t < SEAT,

|<V§(€K+ti+tv 1{y}> - ﬁy| < M"e,
and so, by Theorem 2 (c) and (e), on F¥:¢ and for ¢ as above,

K7
<V§(§<+ta+t» 1iay) 2 Z,

where L(Z7) = PX(b(2),d(x) + (n, — M"e)a(z,y),0, [e2K]/K).

Now, since  and y satisfy (7), ZX'7 is sub-critical for sufficiently small . Fix
such an € > 0 and define for any n > 0

TK g =mf{t>0: 2" =n/K}.

If TéK]/K < ]:?f and SEK + t. —|—T{§K1/K < 71, then

SE > SK 4t + Tk
and if T < RE and SX +t. + T < SK A7y, then

0o < TX.
Moreover, by Theorem 4 (26) and (27), for sufficiently large K,
P(TOK< 3KpUK> >1-¢
and P(T&E]/K < T < 2.
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Combining the last two inequalities with (65), (75) and (76), and reminding
that p < n and € < g¢, we finally obtain, for sufficiently large K,

P (00 <A s Vo =y and |5, 1) < Mo

2p
3K7.LK

p

Oy > SK +¢
SKUK’ 0 > £ + ey T1 >

>P (SEK < RE A +te, <V§ik+t57 iy <€?,

<I/SIiK+ta7 1{y}> € [ﬁy - gvﬁy + 5}, TOI( <

[y, x)
= - ()

Adding this inequality with (71), we obtain

Ui € f(ya :E) O‘(ya I) / "
Pl AN——]>1- — M M"+ 10 >1-M
<O<ﬁ Kux)‘ 1—e b(y) ( by )= -

where M"" = 2f(y,z)/b(y) + Ma(y,z)/b(y) + M' 4 10, which implies (41), and

P K K p
m/\T’—KE-‘/K and RE > Ku}{)

— (M’ +7)e.

P(|(vg, 1) — | < (M V M")eo) >1—M"e,

which implies (42).

Therefore,
[y, z) 1 f(y, J?) "
PWw=z)>21—-—-+—-2M"¢ and P(Why=y) > ——F— —2M"c.
) V=92 G o)
Since P(Vp = z) <1 —P(Vy = y), we finally obtain (39) and (40). O
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